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Abstract Systems based AU3on Internet of Things are more and more being used in many
different critical domains. However, such devices introduce new
vulnerabilities and trying to cope with them on devices that have limited
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monitoring for IoT networks and describes some of the most popular tools
used. First, it describes different reference models and architectures
designed for IoT and highlights the need for security features to provide
the required trust and privacy. A presentation of the different security
models developed by different research teams allows identifying the most
salient features and the challenges that still remain to be answered.

This chapter also details different attack types that have high impact on
IoT networks, some that are common in the Internet but others that are more
specific to IoT. Finally, the chapter provides a description of a concrete
example on how network monitoring and security analysis can be used to
detect anomalous and malicious behavior.

This chapter concludes by identifying some of the problems that still need
to be addressed.
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Abstract

Systems based AU3on Internet of Things are more and more
being used in many different critical domains. However,
such devices introduce new vulnerabilities and trying to
cope with them on devices that have limited resources
remains a challenge.

This chapter presents ongoing research on security
modeling and monitoring for IoT networks and describes
some of the most popular tools used. First, it describes
different reference models and architectures designed for
IoT and highlights the need for security features to provide
the required trust and privacy. A presentation of the dif-
ferent security models developed by different research
teams allows identifying the most salient features and the
challenges that still remain to be answered.

This chapter also details different attack types that have
high impact on IoT networks, some that are common in
the Internet but others that are more specific to IoT.
Finally, the chapter provides a description of a concrete
example on how network monitoring and security analysis
can be used to detect anomalous and malicious behavior.

This chapter concludes by identifying some of the
problems that still need to be addressed.

Keywords

Internet of Things · Security · Monitoring · Security
architectures · Attacks · Detection · Security models ·
Security tools

13.1 33Introduction

34Internet AU4connectivity in Internet of things (IoT) systems has
35become a ubiquitous service, being used more and more in
36industrial and critical systems, but also in the city (e.g.,
37managing traffic lights, air sensors), and even in homes
38(e.g., managing intelligent lightning, heating and energy
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39 consumption, intelligent locking systems for the doors).
40 However, bringing connectivity to such devices introduces
41 security vulnerabilities and concerns in the IoT networks,
42 making them a target for many different attacks. The chal-
43 lenge arises when trying to cope with such security issues on
44 devices that have limitations in electrical consumption and
45 computational power. Despite the fact that monitoring tech-
46 niques already exist for traditional networks, there are two
47 principal limitations that do not allow directly applying them
48 on next-generation IoT networks. On the one hand, on-the-fly
49 security analysis requires the processing of big amounts of
50 data that need sufficient computational power; hence, it can-
51 not be performed on site [1]. On the other hand, most of the
52 network security solutions (e.g., firewalls, Intrusion Detec-
53 tion and Prevention Systems) have been conceived to work
54 on the edge or the limits of the network to protect the network
55 from external attacks and are mainly based on Internet Pro-
56 tocol network traffic. Since IoT networks do not have a clear
57 border, it becomes easy for an attacker to insert a new device
58 in the network and infect it from the inside. These observa-
59 tions tend to show that security analysis needs to be
60 reformulated to consider the restrictions on embedded
61 devices and the new inherent vulnerabilities. Research is
62 striving to solve these challenges by introducing new con-
63 cepts and techniques, in particular virtualization techniques.
64 New tools are also appearing in the market targeting to
65 improve the security of IoT networks.
66 IoT is a concept that describes a network of interconnected
67 devices capable of interacting with other devices, human
68 beings and its surrounding physical world to perform a vari-
69 ety of tasks [2]. Modern IoT devices make use of sensors
70 (e.g., accelerometer, gyroscope, microphone, light sensor,
71 etc.) [3] to detect any changes in their surrounding and take
72 necessary actions to improve any ongoing task efficiently [4].
73 The increasing popularity and utility of IoT devices in differ-
74 ent application domains are stimulating the growth of IoT
75 industry at a tremendous rate. According to a report by
76 Business Insider [5], 30 billion devices will be connected to
77 the Internet by 2020.
78 These devices can provide new functionality in different
79 domains, but can also be used as vehicles to launch attacks
80 (examples can be found for instance in [6–11]).
81 The challenge of security monitoring on IoT network
82 arises when trying to detect these attacks on devices that
83 have strict resource limitations. Existing centralized monitor-
84 ing techniques (Intrusion Detection and Prevention Systems)
85 cannot handle the large amounts of data that needs to be
86 analyzed and have been designed to work on the edge of
87 the networks and cannot cope with IoT networks that lack
88 clear boundaries. Furthermore, depending on the application
89 domain, security monitoring can be done to detect anomalies
90 by analyzing the protocol/message exchanges; or, in the case

91of time series measurements, the statistics and trends of the
92measured values.
93In the following sections, we present some of the ongoing
94research on security modeling and monitoring for IoT net-
95works, and present some of the most popular tools. Finally,
96we provide a conclusion that identifies the problems that still
97need to be addressed.

13.2 98Models for IoT Systems

13.2.1 99Reference Models

100Networks, computations, applications and data management
101architectures that are IoT compatible require a different com-
102munication and processing model. In [12], the authors argue
103that a new reference model is needed for IoT systems. They
104stress the fact that a standard way of “understanding or
105describing these models for the IoT” is missing. The conse-
106quence is that there is some confusion between what is an IoT
107device and application and what is not. However, when data
108are “generated under the control of machines or equipment
109and sent across a network, it is probably an IoT system.”
110Cisco proposes an IoT Reference Model that is composed of
111seven levels. The objective is to provide clear definitions and
112specifications that give a precise definition of the elements
113and functions of IoT systems and applications.
114Table 13.1 represents the different levels of the IoT Ref-
115erence model that can be described as follows:

1161. Level 1 represents the “things,” which are physical
117devices and controllers that might control multiple
118devices. Each can send and receive information. As men-
119tioned in [12], the “devices are diverse, and there are no
120rules about size, location, form factor, or origin. Some
121devices will be the size of a silicon chip. Some will be as
122large as vehicles.”
1232. Level 2 represents communications and connectivity. It
124includes information transmission between devices
125(Level 1) and the network, across the network and
126between the networks (Level 2), and low-level informa-
127tion processing occurring at Level 3. Level 2 includes
128reliable delivery across the networks; switching and
129routing and security at the network level.
1303. Level 3 corresponds to Edge Computing and represents
131the conversion of network data flows into information that
132is suitable for storage and higher-level processing at Level
1334 (data accumulation). This means that Level 3 activities
134focus on high-volume data analysis and transformation.
135The information processing is as close to the edge of the
136network as possible and is often called Fog Computing.
1374. Level 4 corresponds to Data Accumulation and deter-
138mines what data are interesting for the higher levels and
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139 implements the needs for persistence, organization, com-
140 bination, recomputation, aggregation and storage type.
141 5. Level 5 corresponds to Data Abstraction and is focused
142 “on rendering data and its storage in ways that enable
143 developing simpler, performance-enhanced applications.”
144 Level 5 is assumed to process different things, as for
145 instance: “reconciling multiple data formats from different
146 sources,” “assuring consistent semantics of data across
147 sources,” “confirming that data is complete to the higher-
148 level application” and “protecting data with appropriate
149 authentication and authorization” mechanisms.
150 6. Level 6 is the Application level. The Reference Model
151 does “not strictly define an application.” Applications are
152 diverse and “based on vertical markets, the nature of
153 device data, and business needs.” As examples can be
154 mentioned: Control Applications, Vertical and Mobile
155 Applications, and Business Intelligence and Analytics
156 applications.
157 7. Level 7 corresponds to Collaboration and Processes. This
158 level involves people and business processes that are
159 involved in the IoT system and its functions or services.
160 The IoT system creates information that is “of little value”
161 unless it produces actions, with participation of people and
162 processes.

163 The focus of security at each level is given in the “Type of
164 Security” column. Formal modeling techniques can be used
165 in IoT for specifying and analyzing functional correctness,
166 attack scenarios, verifying security and privacy properties,
167 and specifying corrective actions.
168 [13] identifies the different reference models for IoT that
169 have or are being developed by standardization bodies, pro-
170 jects and associations. The industrial sector is the main driv-
171 ing force for the standardization that is deemed necessary to
172 “facilitate interoperability, simplify development, and ease
173 implementation.”
174 Table 13.2 gives an overview of the different initiatives.

175In all these reference models, “security features are nec-
176essary to provide trust and privacy and are required for all
177aspects of the IoT.”
178As can be seen, Industrial IoT (IIoT) is the major driving
179force for the standardization of IoT for the manufacturing
180sector [14]. provides an analysis of existing IIoT reference
181frameworks, comparing them and identifying gaps. The
182authors identify cyber security as one of the major trends
183considered by most reference architectures. All address secu-
184rity and trust-related concerns but the scope is usually limited
185to high-level descriptions with little concrete specifications
186and recommendations. IIoT makes isolation of critical infra-
187structure and devices behind restrictive firewalls practically
188impossible. Furthermore, besides isolation and cyber threat
189detection/mitigation/prevention, many other aspects need to
190be covered that include certification processes, provenance
191tracking, network security and process isolation. These need
192to be regarded at all levels and from an end-to-end perspec-
193tive starting with embedded devices, edge/fog/cloud comput-
194ing, highly distributed systems and application domains.
195Articles, such as [15], present the security and privacy issues
196in IIoT, advocating a holistic security framework and
197network-wide detection of intrusion attempts. But, which
198method or technology should be used at what position of
199the architecture is mostly missing.

13.2.2 200Models for Security

201Several research efforts have been undertaken concerning
202IoT modeling formalisms and, in particular, some deal
203with security. Some examples are given in the following
204paragraphs.
205One of the techniques used is attack trees to specify
206possible attacks as done in [16]. The authors mention that
207some recent research activities regarding formal modeling
208and correctness analysis of IoT systems present limitations,

t1:1 Table 13.1 The seven levels of the IoT reference model

Situation with respect to the
network Level Name Main characteristics Type of security Type impactedt1:2

Center 7 Collaboration and
Processes

People and business processes Identity management Softwaret1:3

6 Application Analytics, reporting and
control

Authentication/
Authorization

Softwaret1:4

5 Data abstraction Data aggregation and access Secure storage Hardware and
softwaret1:5

4 Data accumulation Data storage Tamper resistant Softwaret1:6

3 Edge (fog)
computing

Data element analysis and
transformation

Secure
communications

Protocols and
encryptiont1:7

2 Connectivity Communication and
processing units

Secure network
access

Hardware and
protocolst1:8

Edge 1 “Things” Physical devices and
controllers

Secure content Silicont1:9
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t2:1 Table 13.2 IoT reference model initiatives

Initiative Main related aspects Linkst2:2

Reference
Architecture
Model Industry
4.0 (RAMI 4.0)

Concerned with the
standardization of IoT
for smart factories. It
goes beyond the IoT
by adding
manufacturing and
logistics details. It is
domain specific,
dealing with the life
cycle and value
streams of
manufacturing
applications.
Security requirements
are identified and
outlined in chap. 7 of
the Implementation
Strategy for Industry
4.0. In order to keep
the core functionality
in a factory free from
faults, even when the
“external” network is
experiencing attacks,
requirements on
“separability” (in other
words, isolation) and
“security by design” of
the infrastructure are
defined. This does not
go further than high-
level specification of
requirements.

https://www.zvei.org/
en/subjects/industrie-
4-0/the-reference-
architectural-model-
rami-40-and-the-
industrie-40-
component/t2:3

Industrial Internet
Reference
Architecture
(IIRA)

Has a strong industrial
focus and provides a
detailed view of the
IoT’s information
technology aspects. It
focuses on the
“functionality of the
industry domain, such
as business, operations
(prognostics,
monitoring,
optimization and so
on), information
(analytics and data)
and application (User
Interfaces (UI),
Application
Programming
Interfaces (API), logic
and rules).”
A security framework
has been designed
aiming at identifying
and positioning
security-related
architectures, designs
and technologies, as
well as identifying
procedures relevant to
trustworthy Industrial

https://www.
iiconsortium.org/pdf/
IIC_PUB_G4_V1.
00_PB-3.pdft2:4

(continued)

Table 13.2 (continued)

Initiative Main related aspects Links

IoT (IIoT) systems. It
considers both
Operational and
Information
Technology aspects
and the differences that
impact security. It also
identifies the building
blocks for the
framework: End-point
Protection,
Communications and
Connectivity
Protection, Security
Monitoring and
Analysis, Security
Configuration and
Management. Security
Monitoring implies a
Monitor-Analyze-Act
cycle (that may be in
real-time or not) to
identify usage patterns
and detect/mitigate/
prevent potential
attack scenarios. The
Monitor function must
capture data from the
end-points and
communications, the
secure remote logging
and supply chain. The
Analyze function
needs to consider
behavior and rule-
based analysis. The
Act function includes
Proactive/Predictive
mitigation, Reactive
detection & Recovery
and Root Cause/
Forensics. The
functional
specification is more
complete and some of
the architectural issues
and guidelines are
covered.

IoT-Architecture
(IoT-A)

Provides a detailed
architecture and model
including functional
and information
perspectives, and
system requirements.
It “concentrates on the
generic aspects of
informatics instead of
the application facets
of semantics.” The IoT
Reference Model and
Architecture is
described in detail and

https://www.
researchgate.net/
publication/
272814818_Internet_
of_Things_-_
Architecture_IoT-A_
Deliverable_D15_-_
Final_architectural_
reference_model_
for_the_IoT_v30

(continued)
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209as for instance, to produce abstract behavioral patterns and
210modeling attacks following these patterns, which limits the
211possibility to describe richer behaviors. They propose
212IoT-SEC, a framework that defines an adequate semantics
213for the IoT’s components and their interactions. This model
214includes social actors that behave differently than automated
215processes. For security analysis, they develop an approach
216based on attack trees from where they automatically generate
217the monitor, the security policies and requirements to rein-
218force the IoT model and to be able to verify that the model is
219secure.
220The IoT-SEC framework introduces a modeling formalism
221that captures the underlying semantics of IoT. The formalism

t2:6 Table 13.2 (continued)

Initiative Main related aspects Linkst2:7

guidelines are given.
A Security
Functionality Group is
defined for ensuring
the security and
privacy of IoT-A-
compliant systems. It
is in charge of
handling the access of
a client to the system,
protecting private
parameters of users
based on anonymity,
ensuring that
legitimate interaction
occurs between peers
based on authorization
functions or through
the reliance on a trust-
and-reputation model,
and enabling secure
communications
between peers by
managing the
establishment of
integrity and
confidentiality
features. Thus, it
consists of five
functional
components:
Authorization; Key
Exchange &
Management; Trust &
Reputation; Identity
Management; and
Authentication.
Other security aspects
and requirements are
discussed but remain
high level.

Standard for an
Architectural
Framework for
the IoT

IEEE P2413 project
working group
focusing on IoT
architectural
framework and, in
particular, addressing
protection, security,
privacy and safety
issues. It targets
implementations
leveraging cross-
domain interaction and
semantic
interoperability among
various domains and
components of a Smart
City. This standard
leverages the
architectural
framework for IoT
defined in the draft of

https://standards.ieee.
org/develop/project/
2413.htmlt2:6

(continued)

Table 13.2 (continued)

Initiative Main related aspects Links

IEEE P2413 standard,
which relies on the
international standard
ISO/IEC/IEEE 42010.

Arrowhead
Framework

Focuses on
interoperability of
embedded devices and
cooperative
automation.

www.arrowhead.eu

Other initiatives
related to
Machine-to-
Machine (M2M)

ETSI TC and ITU-T
Machine-to-Machine
(M2M) standards are
also closely related to
IoT. Specifications for
a standardized
platform: include:
Requirements (ETSI
TS 102689),
Functional architecture
(ETSI TS 102690) and
Interface descriptions
(ETSI TS 102921).
M2M The security
framework lays down
the underlying
functions and key
hierarchy pertaining to
M2M security,
addresses the
bootstrapping and
service provisioning of
D/G M2M Nodes,
describes the security
procedures for M2M
Service Connection
between the Device/
Gateway M2M Node
and the Network
Domain, and addresses
the security of the mId
(M2M to device
interface) used for the
inter-Service
Capability Layer
communications.

https://www.etsi.org/
technologies/
internet-of-things
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222 is rich enough “to cover social behaviors, physical and
223 digital objects, communication protocols, internal and exter-
224 nal servers, and computation and storing cloud services.”
225 IoT-SEC also models a library of intruders that are particular
226 processes for each IoT components acting maliciously.
227 Regarding security, they develop a security analysis method-
228 ology for IoT, which relies on statistical analysis and model-
229 checking approaches based on the PRISM tool [17]. This tool
230 is used to verify the functionality and to check the security
231 properties of the IoT model.
232 In order to automate the application of the IoT-SEC tools,
233 the authors have defined a mapping from the IoT models,
234 expressed in the proposed formalism, to the PRISM formal-
235 ism. To overcome the limitations of PRISM regarding the
236 expressiveness of monitors and security properties, the
237 authors propose “a library of pre-configured attack trees
238 and develop instantiation mechanisms that help to generate
239 automatically relevant monitors and security properties.”
240 PRISM “is a probabilistic symbolic model checker that
241 checks probabilistic specifications over probabilistic models”
242 [17]. The specifications can be described either using proba-
243 bilistic computation tree (PCTL) [18] or stochastic logic. The
244 PRISM language is used to specify a model and program a set
245 of modules, each having local Boolean or integer variables. A
246 module’s state is defined by the values of its local variables,
247 and the program’s state by the evaluation of all variables,
248 local and global. The behavior of a module is defined by a set
249 of probabilistic commands that specifies the effect of an
250 action in a probabilistic transition system.
251 With respect to other work, IoT-SEC covers the proba-
252 bility and costs of actions, formalizes IoT, analyzes the
253 correctness and measures their security level. Moreover,
254 IoT-SEC allows automation based on probabilistic model
255 checking.
256 Another attack tree approach is described in [19] that
257 proposes a modeling language for the security of IoT sys-
258 tems that represents data and access controls. The language
259 permits the users to create the models of their IoT systems
260 and analyze the probability of cyber-attacks occurring and
261 succeeding. The modeling language allows describing inter-
262 actions between human actuators and/or things that could be
263 hardware, sensors, software tools, etc. The human behavior is
264 a key element for the security analysis and can be
265 unintentionally or maliciously harmful. The security failures
266 are modeled following the attack tree approach. The model-
267 ing language is transformed to a component-based model
268 called BIP [20] for performing security analyses and applying
269 formal verification techniques developed, for instance, to
270 detect deadlocks. The authors proved the correctness of the
271 proposed transformation, implemented it and illustrated the
272 application of the technique to a case study involving cyber-
273 attacks on a smart hospital.

274Other research works propose formal techniques such as
275satisfiability solvers, provers and color Petri nets. Different
276notable examples are:

277• A security analysis approach proposed by [21] based on
278the SMT (Satisfiability Module Theory) solver for IoT
279entities. It is focused on device configurations, network
280topologies, user policies and their related attack surfaces.
281Entities are described as high-order logic formulas, and
282the policies are described as a set of discrete constraints. In
283order to verify existing vulnerabilities, SMT solver out-
284puts the possible solutions satisfying the constraints
285within an attack formula. The proposed approach is lim-
286ited to strict IoT schemes and the analysis method is not
287automated.
288• A formal approach is investigated by [22] that shows how
289the Isabelle prover [23] can help improve detection of
290attacks in traces of IoT e-health systems by combining
291“ethical requirement elicitation with automated reason-
292ing.” In order to provide trustworthy and secure IoT envi-
293ronments in health-care scenarios, the authors employ
294high-level logical modeling using dedicated Isabelle
295frameworks for describing: infrastructures, human actors,
296security policies, attack tree analysis and security
297protocols.
298• To achieve high-level instantiation of the run-time verifi-
299cation, [24] uses color Petri nets. The authors integrate
300runtime verification enablers in the feedback adaptation
301loop to guarantee the achievement of self-adaptive secu-
302rity and privacy properties for e-health settings. At
303run-time, the authors enable the contextual state model,
304the requirements specifications and the dynamic context
305monitoring and adaptation.

306More holistic approaches involve defining interactions
307and roles, and defining security management requirements
308and mechanisms:

309• The security mechanisms design and deployment for IoT
310presented by [25] introduces a new paradigm of security,
311which “consider the security problem from a holistic
312perspective including the new actors and their interac-
313tions.” The authors propose a systemic approach for IoT
314security that is presented in the thesis of one of the authors
315[26]. The model comprises four nodes: person, technolog-
316ical ecosystem, process and intelligent object. The last
317node is the newest and reflects the IoT dimension. These
318nodes interact through tensions, namely: identification,
319trust, privacy, safety, auto-immunity, reliability and
320responsibility. The authors aimed at defining each node
321and its roles, describing each tension’s meaning, effect,
322challenges that need to be addressed, and applied them to
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323 real examples taken from classical application domains to
324 substantiate the use of systemic approaches.
325 • An even wider approach is proposed by [27] that first
326 presents a thorough overview on the introduction of IoT
327 including history, components, connection and application
328 of IoT, and then proposes an IoT layer architecture:
329 namely, the coding, perception, network, middleware,
330 application and business layers. The authors represent a
331 more developer-oriented viewpoint that maps only par-
332 tially to the layers presented in Table 13.1 that are more
333 data-oriented [27]. also presents IoT security and privacy
334 requirements and challenges, types and targets of attacks
335 to detect and prevent. A model is proposed that targets
336 supporting the security management for IoT. It incorpo-
337 rates the appropriate security mechanisms and protocols
338 for the different IoT security layers.

339 Researchers also introduce techniques that improve the
340 management of security and reliability, for instance based
341 on virtualization, adaptation and cognitive techniques:

342 • An architecture that separates the physical and virtual
343 instances of sensors, gateways, application servers and
344 data storage is proposed by [28]. In this way, virtualized
345 sensor nodes can more easily be guaranteed to assure
346 security, privacy, reliability and data protection, including
347 secure association, authentication and authorization, pri-
348 vacy, data integrity and protection. The authors indicate
349 that the only bottleneck is the physical interaction between
350 the real sensor and its virtual counterpart. Nevertheless,
351 latency will also be impacted depending on the type of
352 security analysis and management that is applied.
353 • To improve the adaptability of IoT systems at runtime,
354 [29] proposes a model-driven approach. They authors
355 realize adaptive IoT systems by facilitating the modeling
356 through an extension of SysML [30] called SysML4IoT
357 [31]. This allows specifying both functions and adapta-
358 tions. The authors first defined the system requirements by
359 creating a design model that captures the system function-
360 ality and its adaptation. The functionality is modeled by
361 the SysML4IoT profile, while the environment and the
362 interactions with the system is modeled following a pub-
363 lish/subscribe paradigm. A state machine approach is used
364 to model the runtime adaptation. From the model, the
365 authors generate the system implementations by trans-
366 forming the high-level design model to an IoT platform
367 specific model. This is then used to generate the Java code.
368 This generated code is deployed on the hardware platform
369 of the system and a smart lighting system use case allows
370 validating the results.
371 • Finally, to reduce system design complexity, [32] pro-
372 poses a set of design patterns. The goal is to manage the

373context changeability at runtime by introducing auto-
374nomic cognitive management patterns that identify a com-
375bination of management processes able to continuously
376detect and manage the context changes. A healthcare use
377case, the patient comorbidity management based on wear-
378ables, is used to validate the results. The authors propose
379four maturity levels that define the different stages that an
380IoT-based system implements to reach the smart manage-
381ability. For each level, they define a design pattern that
382integrates a set of autonomic and cognitive capabilities
383which are selected based on the system requirements. The
384most mature, Autonomic Cognitive Management, pattern
385is described to manage the context changeability and
386coordinate the business processes based on the collected
387data from IoT.

13.3 388IoT-Layered Monitoring Architectures

389There is no single and general agreement about a monitoring
390architecture for IoT-based environments. Many and different
391architectures have been proposed by researchers and experts
392in the literature [2, 3, 5, 8, 9, 33, 34]. According to some
393researchers, IoT monitoring architecture has three layers;
394others support four or even five-layer architecture where
395requirements of IoT regarding security and privacy can be
396fulfilled.
397The hierarchies of the proposed layered architectures of
398Internet of Things (IoT) are shown in Fig. 13.1. All contain
399the perception, network/transport and application layers. In
400the four-layer architecture, a new paradigm is presented and
401is called the support layer. In the five-layer architecture, the
402concepts of processing and business layers are introduced.
403More details about each layer and the potential security issues
404to be monitored in each are presented in the next subsections.

13.3.1 405Three-Layer Architecture

406The three-layer architecture is the very basic monitoring
407architecture that fulfills the main concepts of IoT. It was
408proposed in the early stages of development of IoT [5,
4098, 33] environments. It has three layers named Perception,
410Network and Application as shown in Fig. 13.2. These are
411detailed in the following paragraphs.

412Perception Layer
413The Perception layer is also known as a Sensor layer. It
414works like a person’s eyes, ears and nose. It has the respon-
415sibility of identifying things and collecting information from
416them. There are many types of sensors attached to objects for
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417 collecting information such as Radio Frequency Identifica-
418 tion tags (RFID), 2-dimensional barcode, sensors, etc. The
419 sensors are chosen according to the requirements of the
420 applications. The information that is collected by these sen-
421 sors can be about location, changes in the air, environment,
422 motion, vibration, temperature, etc. They can be the main
423 target of attackers who wish to utilize them to change the
424 sensor outcomes with their own. Thus, the majority of threats
425 are related to the sensors themselves [3, 9, 34]. Common
426 security threats of the Perception layer are:

427 • Eavesdropping: Eavesdropping is an unauthorized real-
428 time attack where private communications, such as phone

429calls, text messages, fax transmissions or video confer-
430ences are intercepted by an attacker. The intention is to
431steal information that is transmitted over a network. It
432takes advantage of insecure transmissions when accessing
433information being sent and received.
434• Node Capture: It is one of the hazardous attacks faced in
435the Perception layer of IoT. Here, an attacker gains full
436control over a key node, such as a gateway node. It may
437leak all the information, including the communications
438between the senders and the receivers, and the keys used
439to make secure communications and data storing [35].
440• Fake Malicious Node: These types of attacks correspond
441to an attacker that adds a node to the system and inputs

Three layers Four layers

Monitoring architectures for IoT
environments

Five layers

Application layer

Network layer

Perception layer

Application layer

Application layerNetwork layer

Perception layer

Perception layer

Support layer

Business layer

Processing layer

Transport layer

Fig. 13.1 The layered
architectures of IoT (three, four
and five layers)

Application layer

Network layer

Perception layer

RFID Surveillance camera Sensor

Smart home Wearable device

Wireless and
wired networks

Hospital

Fig. 13.2 The three-layered
monitoring architecture of IoT
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442 fake data. It aims at disrupting the transmission of real
443 information. Furthermore, a node added by an attacker can
444 provoke the consumption of the limited energy of real
445 nodes and potentially gain control in order to destroy or
446 severely disrupt the network.
447 • Replay Attack: It is also known as a play back attack. It is
448 an attack in which an intruder eavesdrops on the conver-
449 sation between a sender and receiver, and captures authen-
450 tic information from the sender. In this way, the intruder
451 can send the same authenticated information to the victim
452 that had already been received by it, showing proof of its
453 identity and authenticity. The message is in encrypted
454 form, so the receiver may treat it as a correct request and
455 take action, provoking undesired behavior or consuming
456 energy as desired by the intruder [7].
457 • Timing Attack: It is usually used in devices that have
458 weak computing capabilities. It enables an attacker to
459 discover vulnerabilities and extract secrets maintained in
460 the security of a system by observing how long the system
461 takes to respond to different queries, input or crypto-
462 graphic algorithms [10].

463 The monitoring of this layer means that we monitor the
464 real devices that are deployed in the IoT environment. A
465 nonauthorized device or a repeated message should be seen
466 as vulnerable.

467 Network Layer
468 The Network layer is also known as the Transmission layer.
469 It acts like a bridge between the Perception layer and Appli-
470 cation layer. It carries and transmits the information collected
471 from the physical objects through the sensors. The medium
472 for the transmission can be wireless or wire based. It also
473 takes the responsibility for connecting the smart things, net-
474 work devices and networks to each other. Therefore, it is
475 highly sensitive to attacks. It has prominent security issues
476 regarding integrity and authentication of information that is
477 being transported in the network. Common security threats
478 and problems in the Network layer are:

479 • Denial of Service (DoS) Attack: A Denial of Service
480 attack is an attack to prevent authentic users from
481 accessing devices or other network resources. It is typi-
482 cally accomplished by flooding the targeted devices or
483 network resources with redundant requests in order to
484 make it impossible or difficult for some or all of the
485 authentic users to use them [11].
486 • Man-in-The-Middle (MiTM) Attack: The Man-in-The-
487 Middle attack is an attack where the attacker secretly
488 intercepts and alters the communication between a sender
489 and a receiver who believe they are directly communicat-
490 ing with each other. Since an attacker controls the

491communication, he or she can change messages according
492to their objectives. It can cause serious threats to online
493security because they give the attacker the facility to
494capture and manipulate information in real time [36].
495• Storage Attack: The information of users is stored on
496storage devices or in the cloud. Both storage devices and
497cloud can be attacked by the attacker. In this way, the
498user’s information may be compromised or changed to
499incorrect values. The replication of information associated
500with the access of other information by different types of
501persons provides more opportunities for attacks.
502• Exploit Attack: An exploit is any immoral or illegal
503attack in the form of software, chunks of data or sequences
504of commands. It takes advantage of security vulnerabil-
505ities in an application, system or hardware. It usually
506comes with the aim of gaining control of the system and
507stealing information stored in a network [6].

508The monitoring of the Network layer means that we have
509the possibility to capture and decode transmitted packets. It
510is then possible to analyze them to detect anomalies, mis-
511behaviors and attacks. Notice that the protocols used by IoT
512devices are proprietary (ZigBee, 6LowPAN, CoAP, etc.)
513and can run directly over the Ethernet layer, meaning that
514no IP layer is provided. This constitutes a real challenge that
515IP-based Intrusion Detection Systems do not address. Fur-
516thermore, the capturing of the communications needs to be
517done on the wireless part since many cyber-attacks are not
518observable from the Internet traffic after the gateway or
519bridge.

520Application Layer
521The Application layer comprises all the applications that use
522the IoT technology or for which IoT has been deployed. The
523applications of IoT can concern different domains such as
524smart homes, smart cities, smart health, animal tracking, etc.
525The applications have the responsibility of providing the
526services to the users. The services may vary for each appli-
527cation because services depend on the information that is
528collected by the sensors. In the Application layer, security is
529one of the key issues. In particular, when IoT is used in order
530to provide a smart home system, it introduces many threats
531and vulnerabilities both from the inside and outside of the
532system. To implement strong security in an IoT-based smart
533home, one of the main constrains is that the devices used have
534weak computational power and a low amount of storage such
535as ZigBee [37]. Common security threats and problem in the
536Application layer are:

537• Cross Site Scripting: This is an injection attack. It enables
538an attacker to insert a client-side script, such as java script
539in a trusted site viewed other users. By doing so, an
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540 attacker can completely change the contents of the appli-
541 cation according to his or her needs and use the original
542 information in an illegal way [4].
543 • Malicious Code Attack: This corresponds to some code
544 in any part of the software of the system that has the
545 intention to cause undesired effects and damage to the
546 system. It is a type of threat that may not be blocked or
547 controlled by the use of antivirus tools. It can either
548 activate itself or act as part of the program requiring the
549 user’s attention to perform an action.
550 • Massive Data and Processing: Due to the large number
551 of devices and the massive amounts of data transmitted
552 between users, it can occur that it becomes difficult or
553 impossible to deal with the data processing needed as
554 defined by the requirements. This risk can be increased
555 by attackers that provoke the generation of more data and
556 processing similar to Denial of Service attacks. As a result,
557 this can lead to network and service disturbance and
558 data loss.

559 Monitoring the Application layer can be done by classical
560 means used in Business Application Monitoring (BAM)
561 based on analyzing the packet payloads, for example, for
562 malware detection, and analyzing application logs, for exam-
563 ple, using Security Information Management Systems (SIEM).

13.3.2564 Four-Layer Architecture

565 Due to the continued development in IoT, researchers have
566 proposed secure monitoring based on a four-layer architecture
567 [38]. This architecture has the same three layers like the previ-
568 ous architecture, but with Support layer added. Figure 13.3

569presents the four-layered architecture along with the
570recommended security mechanisms used to make it secure
571from intruders. The three layers have the same functionality as
572the Three-layer architecture that we have already discussed
573previously so the functionality of the Support layer with respect
574to security attacks is as explained in the following paragraphs.

575Support Layer
576The reason for introducing a fourth layer is for improving the
577security-by-design characteristics in the architecture of IoT.
578In a three-layer architecture, information is sent directly to the
579Network layer. Sending information directly to the Network
580layer increases the possibilities of attacks. In the four-layer
581architecture, information is sent to a Support layer coming
582from the Perception layer. The Support layer has two
583responsibilities:

584• First, it confirms that the information is sent by the autho-
585rized users and does not contain any threats. There are
586many ways to verify the users and the information. The
587most commonly used method to verify the users is by
588authentication. It is implemented by using preshared
589secrets, keys and passwords. The most common way to
590detect malware is using antivirus and malicious scanning
591software.
592• Second, the Support layer is responsible for sending the
593information to the Network layer. The medium to transmit
594information from the Support layer to Network layer can
595be wireless or wire-based and secured more thoroughly
596using different techniques such as encrypting or obfuscat-
597ing the information.

598There are various attacks that can affect this layer such as
599Denial of Services attacks, malicious insider attacks,
600unauthorized accesses, etc. Common threats and problems
601of the Support layer are:

602• Denial of Service Attack: The Denial of Service attack
603in a support layer is related to the network layer. An
604attacker sends a large amount of data to flood the net-
605work traffic. This leads to the massive consumption of
606the system’s resources and the exhausting the IoT
607devices, and makes the user not capable of accessing
608the system or services.
609• Malicious Insider Attack: It occurs from the inside of an
610IoT network environment with the objective of accessing
611the personal information of the users. It is performed by an
612authorized user obtaining access the information of other
613users. It is an attack that is sometimes complicated and
614difficult to detect, and requires different mechanisms to
615prevent the threat [39, 40].

• Authentication / key agreement
• Privacy protection

• Secure cloud computing / computing
• Anti-virus

• Identity authentication
• Encryption mechanism

• Encryption and key management
• Sensor data protection

Perception
layer

Network layer

Support layer

Application
layer

Fig. 13.3 The four-layered architecture of IoT along recommended
security mechanisms
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13.3.3616 Five-Layer Architecture

617 The four-layer architecture played an important role in the
618 development of IoT. There were some issues regarding secu-
619 rity and storage in this architecture. To remediate them,
620 researchers proposed a five-layer architecture to make the
621 IoT even more secure [41–43]. It has the three layers as in the
622 case of the previous architectures: Perception, Transport and
623 Application layers. It also has two more layers. The names of
624 these newly proposed layers are the Processing layer and
625 Business layer. It is considered that this newly proposed
626 architecture has the ability to fulfill all of the requirements
627 of IoT. It also has the ability to make the applications of IoT
628 more secure. The workings of these layers and security
629 attacks that can affect them are detailed in the following
630 paragraphs.

631 Processing Layer
632 The Processing layer is also known as a Middleware layer. It
633 collects the information that is sent from the Transport layer.
634 It performs the processing of the collected information. It has
635 the responsibility of eliminating extra information that has no
636 meaning and extracting the useful information. However, it
637 also removes the problem of dealing with big data in IoT. In
638 big data, a large amount of information is received which can
639 affect the performance of the IoT functions and services.
640 There are numerous attacks that can affect the Processing
641 layer and disturb the performance of the IoT system. Com-
642 mon attacks are:

643 • Exhaustion: An attacker uses exhaustion to disturb the
644 processing of the IoT system. It occurs as an after-effect of
645 attacks, such as Denial of Service attacks, in which an
646 attacker sends the victim many requests to make the net-
647 work unavailable for them. It could be a result of other
648 attacks that aim at exhausting the system resources, such
649 as the battery and memory resources [44].
650 • Malwares: This is an attack on the confidentiality of the
651 information of users. It refers to the exploitation of
652 Viruses, Spyware, Adware, Trojans horses and Worms
653 that act to disrupt or change the behavior of the system.
654 It takes the form of executable codes, scripts and contents.
655 It acts against the requirements of system and compromise
656 the confidentially of information [45].

657 Business Layer
658 The Business layer concerns the intended behavior of an
659 application and acts like a manager of the whole system. It
660 has the responsibility to manage and control the application,
661 business and profit models of IoT system. The user’s privacy
662 is also managed by this layer. It has the ability to determine
663 how information can be created, stored and changed.

664Vulnerability in this layer permits the attackers to misuse an
665application by interfering on the business logic. Most prob-
666lems regarding the security of this layer concern the weak-
667nesses in an application that result from a broken, vulnerable
668or missing security control. Common problems regarding
669security of the Business layer are:

670• Business Logic Attack: This attack takes advantage of a
671flaw in a program. This flaw allows it to obtain control and
672affect the exchanges of information between a user and a
673supporting database of an application. There are several
674common flaws in the business layer, such as improper
675coding by a programmer, incorrect password recovery
676and validation, incorrect input validation and vulnerable
677encryption techniques [46].
678• Zero-Day Attack: This refers to a security hole or a
679problem in an application that has not yet been identified
680by the vendors or the security community. This security
681hole is exploited by the attacker to take control of the
682system without the user’s consent and without their
683knowledge [47, 48].

13.4 684Security Modeling Tools

685Security modeling can concern several aspects as, for
686instance:

687• Modeling the IoT system during the different phases of
688development for improving it resiliency and eliminating
689vulnerabilities. This includes the introduction of Domain-
690Specific Languages (DSLs).
691• Modeling the system for performing simulations.
692• Threat modeling to be able to validate the resiliency of the
693system to attacks (in other words, penetration or attack
694testing).

695The research community proposes a number of IoT related
696tools to support specific methodologies and frameworks. In
697Table 13.3 are presented several examples that introduce
698Domain-Specific Languages, extraction of metadata from
699models, simulators:

13.5 700Research on Monitoring of IoT
701Environments

13.5.1 702IoT-Tailored Security Monitoring Tools

703Despite the fact that existing monitoring tools are not
704designed to work in IoT environments, a first approach is
705trying to adapt the existing tools to make them work on the
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706 restrained IoT networks. Several existing tools are adapted to
707 IoT. A notable example is the MMT (Montimage Monitoring
708 Tools) framework that can monitor and analyze the security

709properties of many different network environments, includ-
710ing fixed networks, fourth- and fifth-generation mobile net-
711works and IoT networks. For instance:

712• The authors of [57] extended MMT for analyzing IoT
713protocols. It also introduced an interesting approach
714based on supervised machine learning to preprocess and
715analyze the data input. These techniques can leverage the
716data processing speed to assure quick detection even in
717large scale systems with high traffic. The extended MMT
718framework is validated in several case studies including
719traditional TCP/IP (v4) network monitoring (Local Area
720Network, Wide Area Network, Internet monitoring), IoT
721using 802.15.4 and 6LoWPAN (IPv6 over Low-power
722Wireless Personal Area Networks) technology. In each
723case study, it is described how the data traces are collected,
724extracting the relevant attributes, handling the received
725data and analyzing it with respect to security.
726In particular, regarding the application to 6LoWPAN traf-
727fic, the lack of existing specific security monitoring tools
728pushed the authors of [58] to adapt the MMT framework
729to work in 6LoWPAN-based Wireless Sensor Networks
730(WSNs). They did this by adding several new plug-ins. A
731number of algorithms and techniques to detect anomalies
732in such networks were also applied based on supervised
733learning including statistical learning and information the-
734ory. Several experiments were performed that evaluated
735the proposed solution’s applicability, extensibility and
736performance.
737• The survey presented in [59] gives a wider review of the
738state of the art with respect to the IoT, taking as a platform
739the WSN whose sensors work with the IEEE 802.15.4
740standard [60]. presents the analysis of well-known threats
741related to the M2M communication and the possible miti-
742gation inside of the Wireless Sensors Networks (802.15.4/
7436LoWPAN), taking into account the restriction related to
744the resources of the available devices. Of particular interest
745is the analysis of the Datagram Transport Layer Security
746protocol and the proposed monitoring rules to validate the
747mitigation that has been taken. The authors found that
748research on IoT and Wireless Sensors Networks has been
749mainly focused on issues related to the standardization of
750the communication protocols, performance improvement
751and optimization of resource consumption. Research on
752security has been relegated, because of the low resources
753available on the sensors. Nevertheless, the data collected in
754many scenarios can be highly sensitive and must be stored
755and transmitted in a secure way from the origin to the
756destiny, in a similar way than in traditional networks.
757Thus, in [61], the same authors propose a solution based
758on theMMT framework, adding a number of techniques for

t3:1 Table 13.3 Security modeling tools for IoT

Type Examplest3:2

DSLs ASTo (Apparatus Software Tool) is proposed in
[49]. It is a software tool for security analysis of IoT
systems that allows visualizing IoT systems using a
domain-specific modeling language. The modeling
language allows expressing hardware, software and
social aspects, as well as security concepts. Two
metamodels are used to describe IoT systems: (1) for
the design phase to identify the assets of the system
and the threats that impact them; and, (2) for the
implementation phase to identify vulnerabilities on
the services or devices.
In [50], the authors extend their tool with conceptual
models for expressing an IoT system during the
design and implementation phases, and a class-
based notation of the modeling language.t3:3

ThingML is developed as a domain-specific
modeling language which includes concepts to
describe both software components and
communication protocols. The formalism used is a
combination of architecture models, state machines
and an imperative action language [51] to model
hardware and software components, and
communication protocols of IoT systems. It does not
model social or security components of IoT as do
ASTo and ASSIST.t3:4

IoTDSL is a Domain-Specific Language relying on
a high-level rule-based language [52] for describing
structural configurations and event-based semantics
of devices. Event orchestration translates high-level
rules into a Complex Event Processing module that
evaluates and triggers runtime events, and allows
simulation of user-defined configurations.t3:5

[53] presents a virtual prototyping approach to
specify and analyze IoT systems consisting of
8 Domain Specific Languages (DSLs) covering the
application domain, the system and its validation
that can be used to automatically detect common
configuration errors and erroneous behavior. The
authors apply the approach to an intelligent lighting
system.t3:6

Metadata
extraction

In [54], the authors extract metadata from diagrams
and models of software development processes
(e.g., Unified Modeling Language) to automate
threat modeling, security analysis and penetration
testing.t3:7

Simulators ASSIST is an agent-based simulator of Social
Internet of Things (SIoTs) [55]. Here smart objects
connect with each other to form social networks. It
uses an agent-based approach, defining three types:
Device Agents, Human Agents and Task Agents.t3:8

SenseSim is an agent-based and discrete event
simulator for IoT [56]. It can simulate
heterogeneous sensor networks to observe changes.
It improves the perception of sensor networks but
does not integrate security analysis.t3:9
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759 detecting misconfigurations in the communication of the
760 sensors, and performing a series of experiments to validate
761 the proposed monitoring solution over an IoT environment.
762 Finally, in [62], the authors use MMT for the analysis of
763 the 6LoWPAN traffic in the upper layer and detecting
764 security threats over a real WSN as test bed with sensors
765 using Datagram Transport Layer Security for protecting
766 the communication. The contribution of this work is the
767 development of the security rules for monitoring the com-
768 munication between sensors. The security rules are based
769 on the mitigations identified by the European Telecommu-
770 nications Standards Institute (ETSI).

771 In [63], the authors use Software-Defined Networks to
772 implement a flow-based analysis engine for home IoT net-
773 works. This approach mirrors the traffic of selected flows to a
774 dedicated module, where flow-based metrics are analyzed to
775 detect protocols that have known vulnerabilities. The authors
776 also show that this approach can be easily deployed in home
777 network equipment, protecting home automation devices
778 such as intelligent light bulbs or surveillance cameras. Fol-
779 lowing this idea, in [64] the authors propose a complete
780 security test bed for IoT environments supporting a set of
781 well-known tools. The authors show how this test bed can be
782 used not only for testing functional requirements of an IoT
783 network, but also performing security testing and monitoring.
784 A scenario involving port scanning of IoT applications is
785 presented. The authors provide a list of penetration tests
786 supported by the platform, with the aim of assessing the
787 security of the IoT network.
788 As mentioned before, an online security analysis of IoT
789 networks usually involves the processing of huge amounts of
790 data. In general, this need makes the security analysis
791 unfeasible onsite. To cope with this problem, in [65] the
792 authors propose a MapReduce-based model for IoT moni-
793 toring. In this approach, the security events that are processed
794 are the logs generated by each IoT component and the ones
795 available from the network components (e.g., firewalls,
796 routers, among others). These network events are collected
797 in a centralized machine and processed using the Hadoop
798 MapReduce framework [66] in order to detect out-of-bound
799 measurements. A practical application of these tools is pre-
800 sented in [67], where the authors propose a secure framework
801 applied to agricultural IoT networks. In this work, the authors
802 capture the data exchanged between the IoT controller and
803 the (secure) network gateway in order to analyze it using
804 discrete wavelength transforms. Using this technique, it is
805 possible to detect any out-of-the-normal activity, which
806 might indicate the presence of an attack in the network.
807 Finally, the authors also integrate recovery actions able to
808 discard any suspicious data, reauthenticate the sensors or
809 even reconfigure the network.

13.5.2 810Software-Defined Networks (SDN)
811and Network Function Virtualization
812(NFV) Technologies

813An emerging approach applied to IoT networks is to take
814advantage of Software-Defined Networks (SDN) and
815Network Function Virtualization (NFV) architecture con-
816cepts to separate the control and data layers. This allows a
817more flexible and cost-efficient deployment of devices, but
818also enables better control of the behavior and checking of
819the status of the network in a centralized way [68, 69].
820Following this approach, Flauzac et al. propose an
821SDN-based architecture for IoT networks [70]. In this work,
822the authors use the SDN technologies to implement a Net-
823work Access Control system to enable monitoring the net-
824work endpoints. This approach uses OpenFlow [71]
825technologies to authenticate the network devices and dynam-
826ically deploy rules for traffic forwarding based on security
827policies and on the given permissions of any newly registered
828device. In this sense, the SDN controller is aware of all the
829connected devices and controls the traffic a device is allowed
830to send and receive.
831The SDN technology allows having a trusted, centralized
832controller that authorizes and monitors the network. How-
833ever, vulnerabilities in the SDN controller might compromise
834the security of the whole IoT network. In this sense, Network
835Function Virtualization (NFV) can help to release the pres-
836sure on the SDN. By visualizing the network components, it
837is possible to introduce security functions at the edge of the
838IoT access network, and even instantiating when needed new
839security controls for accessing the network. A first approach
840of such work is presented in [72]. Here, the authors comple-
841ment the SDN approach by introducing Virtual Network
842Functions (VNFs) in order to provide extended functionali-
843ties to the IoT network, which comprise security functions
844and access control. It is important to remark that the combi-
845nation of SDN and NFV techniques allowed the authors to
846embed an Open Network Operating System (ONOS) [73]
847orchestrator in their approach, allowing dynamic deployment
848of VNFs whenever required. A similar approach has been
849proposed by Salman et al. [74] that use NFV to directly
850introduce multiple access control models, assigning permis-
851sions at different planes of the proposed network architecture.
852Following this idea, the H2020 project ANASTACIA
853aims to further extend the security offering for IoT network
854with a complete autonomic SDN and NFV-enabled IoT
855framework [75]. This project integrates multiple
856IoT-tailored tools integrated in the MMT framework that
857include: specially adapted DPI sniffers (called MMT-IoT
858[76, 77]), and monitoring agents (called MMT-Probe [78]
859and analogue data extractors) that extract the security events
860directly from the IoT network. These data are fed to a
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861 monitoring module (part of the MMT monitoring framework
862 [79]) that performs filtering and preprocessing of the data,
863 before proceeding with events correlation-based incident
864 detectors, with the goal of performing an integral security
865 analysis. Based on the security verdicts, the ANASTACIA
866 platform has the ability to react against the detected issues,
867 applying self-healing measures in accordance with the secu-
868 rity policies specified for the system.
869 The ANASTACIA project defines a security management
870 architecture aimed to deal with the security and privacy in
871 NFV/SDN-enabled IoT scenarios, detailing the different
872 planes of the architecture as well as the main architectural
873 flows. In addition, the main IoT thread/attacks and their
874 suggested potential detection and reaction mechanisms
875 based on NFV-SDN are being developed.
876 The architecture has been conceived as a security-
877 enabling framework that allows an autonomic detection of
878 the security incidents and computation of the countermea-
879 sures. To enable these features, the architecture comprises a
880 monitoring module that will actively observe the network and
881 ensure its security. Figure 13.4 shows the design of the
882 monitoring component that is composed of four principal
883 components:

884 1. Data Filtering and Preprocessing Broker is an intermediate
885 layer between the incident detector and the network
886 agents. It is intended to perform an initial filtering and
887 reformatting of the information captured by the network
888 agents and feed it in a normalized format to the incident
889 detector.
890 2. Incident Detector is the core component of the monitoring
891 module. This unit analyzes the processed data from the
892 network agents and executes the security analysis,
893 searching for security issues and attacks.
894 3. Attack Signatures correspond to a database containing the
895 set of attacks that are being monitored in the network.
896 Despite this component is shown as a module from the
897 incident detector, it is usually embedded in the latter.
898 4. Data Analysis is an AI-based module that applies
899 machine-learning techniques on the extracted data to
900 detect behavior anomalies.

901 These components rely on the data extracted by devices
902 acting as monitoring agents of the architecture, which can be
903 seen in the IoT network represented by the cloud in Fig. 13.4.
904 Considering their position in the whole architecture, the
905 monitoring agents take the role of directly interacting with
906 the monitored network, continuously extracting information
907 from the data plane that will be used by the components
908 mentioned above to perform the security analysis.
909 Monitoring IoT-based networks introduce a particular
910 constraint on the monitoring agents. They need to restrict

911the consumption of energy and use as little of the available
912computation capabilities as possible. The energy and compu-
913tation is reduced by relegating any complex task, such as the
914analysis of the data and applying machine learning algo-
915rithms, to devices with more capacity.
916The architecture has been tested in two different contexts
917involving: MEC (Mobile Edge Computing) and IoT Critical
918Infrastructures in Building Management Systems. In these
919scenarios, Distributed Denial of Service (DDoS) and IoT
920malware attacks were respectively tested, detailing the auto-
921nomic reaction processes to mitigate them. The performance
922evaluation demonstrated the feasibility of the solution to
923automatically monitor, detect, react and mitigate IoT cyber-
924attacks, enforcing proper security policies with reasonable
925time delays depending on type of the attack and reaction
926mechanisms.
927Despite that the presented techniques seem to widely
928cover the monitoring needs of the IoT networks, new
929connected devices and protocols open the possibility for
930new attacks and introduce new security requirements. In the
931following are described different research efforts to address
932security concerns:

933• The authors of [80] propose a system hardening and
934security monitoring solution for IoT devices to mitigate
935IoT security vulnerabilities and threats. The primary func-
936tion is to continuously monitor the system hardening
937status of IoT devices. The security monitoring proposed
938continuously analyzes the logs generated from the logging
939function activated within the IoT devices to detect any
940anomaly. The authors give as an example of an attack the
941persistent SSH access requests from unauthorized external
942devices. This attack is detected by analyzing the logs and
943various response strategies are made possible such as
944notifying the IoT device manager or blocking the
945corresponding IP address.
946• Similarly, [81] proposes log analysis but this time based
947on a semantic caching framework that uses FPGA accel-
948eration hardware for fast processing that needs to be
949configured for a given data store and execution
950environment.
951• To deal with the scalability large IoT networks, [82] pro-
952poses a solution to analyze very large amounts of data in
953real time and with minimal computational costs adapted
954for IoT networks. This is similar to a Security Informa-
955tion and Event Management (SIEM) system that moni-
956tors application and system events from different sources.
957In the case of IoT networks, the monitoring consists of
958collecting data about security events from remote devices,
959information sensors and network elements and their pre-
960liminary processing which includes data normalization,
961data filtering, data aggregation and data correlation. The
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962 results of preliminary processing are visualized so that the
963 operators can make decisions related to the security of the
964 IoT network; and the system uses and compares the per-
965 formance of Hadoop and Spark parallel processing plat-
966 forms to perform the data collection, storage, aggregation,
967 normalization, analysis and visualization. In another
968 paper, [83] presents a framework that integrates the Big
969 Data processing with machine learning algorithms, ana-
970 lyzes a reference data set containing mobile IoT traffic
971 data and assesses the results obtained.
972 • Another way of dealing with scalability is proposed in
973 [84]. The solution consists of a decentralized multiagent
974 system as a way to place decentralized intelligence in
975 distributed computing, specifically by supporting compu-
976 tation at the level of social or business meanings. For the
977 authors, Internet of Things (IoT) has become a major
978 thrust in distributed computing and introduces major chal-
979 lenges for distributed intelligence that include: heteroge-
980 neity of IoT components; asynchronous and delay-tolerant
981 communications and decoupled enactment; and, multiple
982 stakeholders with subtle requirements for governance,
983 incorporating resource usage, cooperation and privacy.
984 Thus, IoT security solutions need to support multiple
985 stakeholders engaging in complex interactions sometimes
986 over highly constrained resources; but, new ways to sup-
987 port flexible reasoning, enactment and governance are
988 needed that consider the social implications. Merely
989 patching existing approaches is not enough and placing
990 decentralized intelligence constructs such as norms at the
991 heart of IoT-based distributed systems is required.

992Two aspects that the authors identify are:

993• Distribution of resources. Distribution is nominally dem-
994onstrated by diverse application areas but mainly as a
995convenience. In practice, distribution has been reduced
996in system architectures. Instead of true distributed com-
997puting, it has been economical to develop semicentralized
998architectures such as cloud computing.
999• Different stakeholders. IoT is conducive to independent
1000ownership and independent operation of resources. This is
1001because IoT devices are physically distributed and cross
1002jurisdictional boundaries and are therefore well aligned
1003with business models in which some of the ownership is
1004likewise spread over the stakeholders. Increasing recogni-
1005tion of privacy risks with the IoT brings up the need for
1006incorporating governance within an Iota, which is possible
1007only if one develops computational representations of the
1008social sphere in which an Iota exists.
1009• A novel approach for monitoring and enforcing network
1010policies is described in [85]. The goal is to take advantage
1011of techniques, such as network discovery and device
1012behavior fingerprinting, to define per-device/user network
1013policies and enforcing them at the network edge before
1014unwanted traffic enters or leaves the monitored network
1015perimeter. The architecture proposed can be used for both
1016distributing and enforcing security policies designed to
1017protect simple IoT devices as well servers and worksta-
1018tions. It allows creating simple security applications, small
1019enough in terms of computing resources, yet able to
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1020 increase network protection of IoT/home networks by
1021 restricting Internet access based on the device type, and
1022 able to detect and insulate network threats caused by
1023 malware or compromised devices running within the inter-
1024 nal network. The novel contribution of this work is the
1025 idea that one can use dynamic network discovery not just
1026 to better map network devices by labeling them with a
1027 type/category, but applying to each device a comprehen-
1028 sive network profile based on its type. It allows moving
1029 from coarse-grained security policies, implemented by a
1030 central firewall, toward edge-based fine-grained policy
1031 enforcement tailor-made for each device type/
1032 category [86].

1033 IoT security monitoring is different from IT security in
1034 many ways since it introduces new requirements. Besides the
1035 need to consider new IoT components, standards and pro-
1036 tocols, solutions must cope with new issues. First, they need
1037 to guarantee the protection of vulnerable IoT devices with
1038 computing and energy constraints. They also need to cope
1039 with scalability issues, since securing IoT networks often
1040 involves dealing with highly distributed and numerous IoT
1041 devices. Furthermore, unforeseen interoperability and adapt-
1042 ability problems can appear [87] and the dynamicity of these
1043 systems requires continuously adapting to changes in the
1044 configuration and topology. Nevertheless, as pointed out by
1045 IBM, IoT systems cannot depend on the constant integrity of
1046 every connected device to ensure the ongoing integrity of the
1047 whole system, but need to assume that individual devices
1048 might be compromised and still be able to function securely
1049 with one or more compromised devices [88]. The monitoring
1050 needs to be leveraged with risk analysis to make the security
1051 solution both more efficient and effective.
1052 Another issue, that is not considered here, is the need to
1053 monitor the physical security of the sensors since they are
1054 not necessarily installed in controlled environments. Here,
1055 only the security of the communications of the devices is
1056 considered. For this, in some cases, it helps that the IoT
1057 monitoring traffic patterns do not vary much, making it easier
1058 to detect anomalies. For security monitoring, it is necessary
1059 to: keep knowledge about the system up to date, such as
1060 identifying network elements (discovery); identify the role
1061 of these elements; assign a profile or a set of security policies
1062 to each type; detect breaches of policies; aggregate special-
1063 ized metrics, business activity analysis, log analysis, Deep
1064 Packet Inspection techniques and real-time telemetry mon-
1065 itoring; and, enable reactions (e.g., enforcing, mitigating,
1066 notifying).
1067 Threats on IoT devices can pose significant risks that
1068 manufacturers have not sufficiently considered. Manufac-
1069 turers have been primarily concerned with rolling out new
1070 sensor devices and applications, and have not incorporated

1071any security-by-design features. A notable example is the use
1072of common factory default usernames and passwords that
1073make a very large amount of deployed devices very easy to
1074hack. This results in, for instance, the exploitation of IoT
1075devices to perform Mirai botnet-type attacks [89].
1076The lack of automated software updates, vendor support
1077as well as user’s misconfigurations make the IoT prone to
1078cyber-attacks. In this context, there is a need of advanced and
1079adaptive mechanisms able to dynamically ensure the proper
1080security levels in the IoT systems and provide system resil-
1081iency through self-healing and self-repair capabilities,
1082thereby countering cyber-attacks and mitigating cyber-threats
1083whenever they occur in the managed IoT network. In this
1084sense, contextual and monitoring information obtained from
1085the surrounded IoT environments can be used as baseline for
1086data analysis and detection of anomalous behaviors, and in
1087turn, infer smart control and management decisions through
1088different actuators, agents and controllers deployed either at
1089the edge or in the core of the IoT network. This contextual
1090and real-time monitoring can used to deal with diverse kind
1091of cyber-threats and IoT attacks, thereby countering them by
1092adapting security policies and enforced configurations of the
1093managed IoT system according to the context [90].

13.5.3 1094Time Series Analysis

1095In the case that IoT networks are used to perform periodic
1096measurement, it is also possible to analyze the values of these
1097measurements to detect anomalies that could be due to tam-
1098pering of the sensors or the communications, i.e., through
1099time series analysis. Nevertheless, it must be noted that it
1100could be difficult to determine the root cause of a detected
1101anomaly since it could be due to tampering or to anomalies
1102due to physical events. To be able to determine the causes it is
1103necessary to understand and carefully consider the character-
1104istics of the application domain. Typical domains are health
1105care or industrial surveillance systems.
1106An example of this type of analysis can be found in [91]
1107that analyze the measures obtained from a wastewater plant.
1108The authors apply different algorithms to detect abnormal
1109variations in the values of the measurements over time. The
1110method used can be based on:

1111• Statistical analysis (e.g., using the low-high pass filter
1112method) that rely on past measurements to approximate a
1113model of the expected behavior of the measures;
1114• Probabilistic analysis (e.g., using Hidden Markov
1115Models, Bayesian Networks) that could be parametric or
1116nonparametric depending if the measurements follow a
1117certain distribution model or not;
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1118 • Proximity-based analysis (e.g., using the Local Outlier
1119 Factor algorithm) that rely on the distance between data
1120 measurements;
1121 • Clustering-based analysis (e.g., using Hierarchical,
1122 K-means, Density-Based Spatial Clustering of Applica-
1123 tions with Noise clustering algorithms) where measure-
1124 ments are separated into clusters;
1125 • Prediction-based analysis (e.g., using machine learning
1126 algorithms, Deep Neural Networks, Long Short-Term
1127 Memory) that rely on past history to train a model that
1128 can predict the future values with a certain level of
1129 confidence.

1130 The authors of [91] indicate that it is difficult to select the
1131 best algorithm since, for instance, some are better for
1132 detecting single outliers while others for detecting anomalous
1133 trends. The optimal solution, as stated by the authors” would
1134 be selecting “a few of the proposed solutions to form a model
1135 based on an ensemble of experts. The experts’ outputs would
1136 then be combined using either a majority vote approach, or a
1137 weight-based strategy, to decide which acquisition is to be
1138AU5 classified as anomalous.”

13.61139 Tools

1140 From the industrial point of view, the needs for solutions are
1141 compelling. A Great Bay survey carried out in 2016 [92]
1142 found that 71% of IoT Enterprises Security Professionals
1143 were not monitoring IoT devices in real time.

13.6.11144 Monitoring Tools

1145 Severalmonitoring tools or solutions specifically addressing
1146 IoT networks have been proposed in the literature but these
1147 are mainly academic, some of which are part of the work

1148described in the previous section. Examples of such monitor-
1149ing tools that exist today are Foren6 [93] and SVELTE [94].
1150Foren6 mainly focuses on visualizing the network topology
1151and analyzing routing concerns. SVELTE takes a more active
1152role, meaning that it creates additional traffic to realize their
1153goals which might hamper resource-constrained networks.
1154In [95], Gartner has analyzed different vendors and iden-
1155tified some that propose different kinds of monitoring solu-
1156tions enabling real-time visibility and control, tracking,
1157discovery, threat detection and response in IoT networks.
1158Gartner points out that cloud-based security services will
1159play an indispensable role in providing IoT security due to
1160the scale of services required: IoT will not be viable in the
1161long term without the cloud. Furthermore, according to
1162Gartner, the diversity of IoT devices and their life cycles
1163drive hybrid security solutions for legacy and modern IoT
1164deployments, depending on the vertical industry.
1165Currently, there are few vendors that offer real-time visi-
1166bility and control of every network-connected IoT device.
1167These security products are able to sniff and scan IoT net-
1168works and every connected IoT device regardless of wired/
1169wireless technology and radio frequencies used, and indepen-
1170dently from their location. These features are intended for
1171providing improved IoT security assessment and awareness.
1172They allow monitoring, tracking, alerting, detecting and
1173responding to IoT specific threats. The vendors identified by
1174Gartner are given in Table 13.4.

13.6.2 1175IoT Ecosystems

1176IoT service providers agree that bringing security to the IoT
1177network is a challenging task. They try to address this chal-
1178lenge by integrating security analysis into the IoT ecosystem
1179they offer as a product. The idea behind this is to use an
1180already-developed and integrated IoT firmware (part of the
1181IoT ecosystem) that is capable of sending periodic reports to a

t4:1 Table 13.4 Commercial IoT monitoring tools

Vendor Product Web link Basic functionalityt4:2

Bastille Enterprise
Internet of Things
Security

https://www.bastille.net/ Identification of threats that uses Bayesian statistics to identify
anomalies, and implementation of responsest4:3

Forescout CounterACT https://www.forescout.com/
products/counteract/

IoT visibilityt4:4

Great
Bay
Software

Beacon http://www.greatbaysoftware.
com/products/beaconendpoint-
profiler/

IoT discovery and visibility. IoT behavior monitoringt4:5

Qadium Expander https://qadium.com/ Visibility in IoT networkst4:6

ZingBox IoT Guardian http://www.zingbox.com/why-
zingbox

IoT discovery, visibility and insightst4:7

Pwnie
Express

Pulse IoT Security
Platform

https://www.pwnieexpress.com/
products/pulse

Discover and track monitor devices. Device threat detection that
performs device discovery to detect rogue devices, vulnerability scans
and policy-infringing connections.t4:8

13 IoT Security Monitoring Tools and Models 17

13

https://www.bastille.net/
https://www.forescout.com/products/counteract/
https://www.forescout.com/products/counteract/
http://www.greatbaysoftware.com/products/beaconendpoint-profiler/
http://www.greatbaysoftware.com/products/beaconendpoint-profiler/
http://www.greatbaysoftware.com/products/beaconendpoint-profiler/
https://qadium.com/
http://www.zingbox.com/why-zingbox
http://www.zingbox.com/why-zingbox
https://www.pwnieexpress.com/products/pulse
https://www.pwnieexpress.com/products/pulse


1182 behavior analysis engine (also part of the ecosystem). This
1183 approach facilitates the securing process of the IoT network
1184 by passively analyzing the behavior of all the involved
1185 devices, raising alerts in case an anomaly is detected. In this
1186 market, one can find two principal IoT-monitoring solutions
1187 integrated within their IoT services: Microsoft Azure Sphere
1188 [96] and Amazon AWS IoT Services [97].
1189 Microsoft Azure Sphere is a complete IoT ecosystem built
1190 to bring security to the IoT devices. It provides certified
1191 microcontrollers that integrate security layers and security
1192 events collection to Azure Cloud services. The pieces of
1193 hardware are complemented with Azure Sphere OS, an IoT
1194 firmware designed to offer multiple layers of security based
1195 on Window and Linux kernels. All these technologies are
1196 completed with cloud services by offering Azure Sphere
1197 Security Service. This last service acts as a centralized trust
1198 and security service providing communication privacy,
1199 device authentication, failure reports, threats responses and
1200 centralized device updates.
1201 Likewise, Amazon offers a variety of security tools for
1202 IoT networks. They provide FreeRTOS as an IoT operating
1203 system that integrates a set of security functionalities (for
1204 communications) and additional libraries to connect the
1205 device to the Amazon AWS cloud service. Since FreeRTOS
1206 has been conceived as an open source IoT firmware, the
1207 usage of AWS libraries is optional, but they enable the
1208 usage of the cloud-enhanced tools AWS IoT Device Man-
1209 agement (AIDM) and AWS IoT Device Defender (AIDD).
1210 AIDM helps executing maintenance activities on the devices
1211 (such as upgrading software, defining access policies); while
1212 AIDD expands the security options by bringing audit capa-
1213 bilities to the IoT configurations, behavioral analysis of the
1214 devices and alert services (connected with Amazon AWS
1215 CloudWatch) for informing on the detection of abnormal
1216 behavior.
1217 Stemming from the before-mentioned ANASTACIA pro-
1218 ject, MMT-IoT [77] was developed to fill the identified miss-
1219 ing gaps that would allow obtaining a more efficient security
1220 monitoring solution for resource constrained IoT networks.
1221 In this context, MMT-IoT has been developed to target IoT
1222 technology and allow capturing IoT network traffic near the
1223 IoT devices and analyze this traffic to detect potential attacks.
1224 This solution is being industrialized and will be commercial-
1225 ized by the end of 2019.

13.71226 Concrete Example: IoT Security
1227 Monitoring and Test on Fed4Fire þ
1228 Platforms

1229 The work presented in [76] provides a concrete example of
1230 monitoring the security of an IoT platform. Experiments were
1231 conducted using the MMT-IoT security analysis solution

1232running on a Fed4Fire-Plus IoT platform provided by
1233IMEC of Belgium and named Virtual Wall – w.iLab. The
1234results obtained allowed evaluating the capability of the
1235techniques used, namely Deep Packet and Session Inspection
1236of the IoT protocol exchanges, behavior analysis and rule-
1237based analysis using the formal specification of temporal
1238logic.
1239MMT is a monitoring framework developed by
1240Montimage, and MMT-IoT is a tool based on this framework
1241to monitor and analyze the security and performance of IoT
1242networks. It is a security tool designed to bring awareness on
1243the dynamic behavior of the IoT system and devices and
1244assure that the security requirements of the IoT network and
1245applications are respected in industrial environments.
1246MMT-IoT captures IoT radio network traffic near the IoT
1247devices and analyzes it to detect potential attacks, anomalies
1248and misbehaviors. In this work, the Fed4Fire industrial test
1249bed made it possible to deploy MMT-IoT on real-life opera-
1250tional scenarios to validate the security detection capabilities
1251of given properties and of deviations from normal expected
1252behavior, as well as the execution of initial scalability tests.
1253The results obtained effectively demonstrate the feasibility
1254and validate the two main contributions. First, they allowed
1255determining the necessary adaptations to deploy MMT-IoT
1256on an industrial IoT platform and run the tool on the IoT
1257devices if this platform. Second, the software deployment
1258allowed carrying out preliminary tests of the platform and
1259performing initial validation and scalability testing on a real
1260environment. To this end, the authors designed and
1261implemented three security and scalability test scenarios
1262with one or more clients. These results are being used to
1263prepare a new experimental phase also involving another
1264Fed4Fire þ platform proposed by IJS of Slovakia and called
1265LOG-a-TEC.

13.7.1 1266Montimage Monitoring Tool (MMT)
1267Designed for Monitoring IoT Networks

1268The Montimage Monitoring Tool (MMT) [35] is a modular
1269monitoring framework that can detect behavior, security and
1270performance incidents based on a set of formal properties
1271(written in XML) and built-in functions (written in C or any
1272script or interpreted language). The formal properties can
1273specify known vulnerabilities and attacks, or expected
1274behavior whose deviation from it could be due to a vulner-
1275ability, an anomaly, a malfunction, or an attack; and the built-
1276in functions that allow more sophisticated analysis based, for
1277instance, on statistics, correlation with cyber-threat intelli-
1278gence, and artificial intelligence and machine learning tech-
1279niques. MMT enables real-time data capture, metadata
1280extraction, correlation of data from different sources (net-
1281work traffic, application and operating system traces and
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1282 logs), and it performs complex event processing and distrib-
1283 uted analysis. It uses time-based logic to detect given
1284 (expected or abnormal) security properties and a statistical
1285 analysis based on trends analysis or machine learning to
1286 detect previously unknown malicious activities and behav-
1287 iors. It is relatively easy to extend by adding new: integrated
1288 properties and functions; plug-ins to analyze any protocol or
1289 structured message; new dashboards for the visualization of
1290 the data, statistics and alarms; and, instructions for triggering
1291 reactions (e.g., mitigating or blocking attacks).
1292 In order to properly adapt this approach (initially designed
1293 for traditional Ethernet networks) to IoT networks, it was
1294 necessary to divide the network extractor (sniffer) into two
1295 parts: the MMT-IoT Sniffer (a Contiki-based IoT device) and
1296 the MMT-IoT Bridge (a Linux-based tool). The first is the IoT
1297 endpoint which is responsible for collecting the communica-
1298 tion packets and transferring them via an USB line to a more
1299 powerful machine. The latter retrieves the packets from the
1300 USB line and injects them (encapsulated using the ZEP pro-
1301 tocol) into the loopback interface of the machine, thus making
1302 the packets ready to be analyzed by the MMT-Probe and
1303 MMT-Security tools of the framework. Figure 13.5 summa-
1304 rizes the general architecture of the solution.
1305 Concerning the MMT-IoT Sniffer, the implementation of
1306 this architecture was achieved by introducing modifications
1307 in the network drivers to make the sniffing feature work. Such
1308 modifications involved three main areas:

1309 • Radio driver in promiscuous mode: This modification was
1310 done to avoid the dropping of packets by the Contiki
1311 kernel.

1312• Avoiding dropping packets with bad checksum: By
1313default, the radio driver reads the packets and performs a
1314Cyclic Redundancy Check (CRC) to detect potential
1315transmission failures. If this check fails, the packer is
1316discarded to avoid processing an incorrectly formatted
1317packet and save energy. This behavior was changed,
1318since the sniffing solution needs to extract all the packets
1319on the medium whether they are correct or not.
1320• Inserting callbacks to redirect the received packet: A
1321sniffer is a passive network element; therefore, once the
1322packet is received on the radio driver layer, it is transferred
1323via callbacks directly to the application layer. This behav-
1324ior bypasses the Contiki network processing and redirects
1325the packets immediately using the USB line, saving
1326energy in the sniffer device. The structure of the inserted
1327callbacks is depicted in Fig. 13.6.

1328Finally, the MMT-IoT Bridge is responsible for capturing
1329the packets sent through the USB line and making them
1330available for the security analysis performed by the
1331MMT-Probe and MMT-Security; both modules that form
1332part of the MMT framework.
1333This security analysis is performed by a set of security
1334rules, previously defined by a network security expert, which
1335codify the set of network events and extracted metadata that
1336need to be correlated for detecting security issues. It is impor-
1337tant to note that computation complexity of detecting an
1338attack is given by the rule itself: complex attacks require
1339more complex rules which correlate a higher number of
1340network events. Considering this, the computation complex-
1341ity will be managed by the MMT-Probe, and not the
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Fig. 13.5 General architecture of the MMT-IoT solution, MMT-Probe and MMT-Security
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1342 MMT-IoT module, whose role is only to redirect the traffic to
1343 the MMT-Probe. This is why neither the MMT-IoT Sniffer
1344 nor the MMT-IoT Bridge components contain any complex
1345 processing logic that is dealt with by the security analysis
1346 performed by MMT-Probe.

13.7.21347 Description of the Fed4Fire þ Test Beds

1348 Future Internet Research and Experimentation (FIRE) was
1349 launched by the European Horizon 2020 research program
1350 to enable to carry out research activity and experiments.
1351 Experiments are considered to be a key factor for the con-
1352 tinued impact and growth of the European Internet industry.
1353 Each project in the Future Internet Research and Experi-
1354 mentation (FIRE) initiative targets a specific community
1355 within the Future Internet ecosystem. Through the federa-
1356 tion of these infrastructures, innovative experiments
1357 become possible that break the boundaries of these
1358 domains. Besides, infrastructure developers can utilize
1359 common tools of the federation, allowing them to focus
1360 more on their core test bed activities.
1361 In this sense, Fed4FIRE+ is a project under the
1362 European Union Program Horizon 2020, offering the larg-
1363 est worldwide federation of Next-Generation Internet
1364 (NGI) test beds. These provide open and reliable facilities
1365 supporting a wide variety of different research and inno-
1366 vation communities and initiatives in Europe, including the
1367 fifth-generation mobile networks (5G) Private–Public Part-
1368 nership (PPP) projects.
1369 In the work described here, the platforms LOG-a-TEC and
1370 Virtual Wall (w.iLab) that are part of Fed4FIRE+ were con-
1371 sidered. It must be noted that only Virtual Wall (w.iLab) was
1372 used to perform the experiments described here. In the case of
1373 LOG-a-TEC, only a feasibility study was made and the
1374 experiments on this platform will be performed at a later
1375 stage. Following is a brief description of each platform:

1376• LOG-a-TEC: LOG-a-TEC is proposed by IJS, Slovenia
1377[37]. It is composed of several different radio technologies
1378that enable dense and heterogeneous IoT, Machine Type
1379Communication (MTC) and fifth-generation (5G) mobile
1380network experimentation. Specially developed embedded
1381wireless sensor nodes can host four different wireless
1382technologies and seven types of wireless transceivers. In
1383order to enable different experiments in combined indoor/
1384outdoor environments using heterogeneous wireless tech-
1385nologies, the test bed is deployed within JSI’s premises
1386and outside in the surrounding park and on the walls of the
1387buildings. The feasibility of using this platform to carry
1388out experiments has been validated and a new experimen-
1389tation phase will allow performing the scenarios described
1390and demonstrate the genericity of the monitoring solution.
1391• Virtual Wall: The w.iLab platform [34] is an IoT and 5G
1392emulation test bed that allows running experiments on
1393nodes on real IoT deployments. This platform was
1394designed by the IMEC, Belgium. It provides bare metal
1395access to its nodes, in other words, it gives root access to
1396physical machines that will be used to run the experiment.
1397This allows the experimenter to have full control of the
1398nodes on the test bed. The deployment of the MMT-IoT
1399and MMT-Probe software and the execution of the tests
1400are performed remotely without requiring major interven-
1401tions from the operators. For this, credentials were created
1402on the iMinds platform and performed a reservation of the
1403Intel NUC nodes from the Datacenter or of the platform.
1404The jFED-Experimenter tool was required to design an
1405experiment to access these nodes.

13.7.3 1406Experimental Evaluation

1407Considering these test beds, the authors used the w.iLab
1408platform to deploy the MMT-IoT Sniffer and the
1409MMT-Probe solutions. In this way, they were able to use
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1410 the w.iLab t.1 platform to evaluate the scalability of these by
1411 overloading them. By performing the extraction of the
1412 packets from an IoT network, this experimentation pursued
1413 two principal subobjectives: (1) perform an initial Deep
1414 Packet Inspection-based security analysis of the IoT net-
1415 work traffic; and (2) determine the maximum throughput a
1416 single instance of MMT-IoT Sniffer can handle. To achieve
1417 these objectives, the authors deployed a set of IoT devices as
1418 shown in Fig. 13.7. In this deployment, three types of devices
1419 were used:

1420 • Ping Client: An emulated IoT sensor programmed to
1421 attack the server. For the emulation purposes, a client
1422 that performs a “ping” to the IoT router was used. How-
1423 ever, in real life, a client can be any device generating
1424 some type of traffic.
1425 • IoT Router: A gateway running a routing protocol to
1426 allow communications within the IoT network.
1427 • MMT-IoT: A node running the Montimage software
1428 under test.

1429 The deployment described above was used to perform
1430 initial validations and scalability tests in scenarios that con-
1431 tain respectively 1, 2, 3 malicious clients. These configura-
1432 tions allowed performing both objectives previously
1433 mentioned:

1434 • The security analysis validation, by means of determining
1435 the number of detected attacks;
1436 • The scalability of the MMT-IoT solution, by means of
1437 analyzing the number of extracted packets in each sce-
1438 nario. This aims to determine the amount of information
1439 an IoT sniffer is capable of handling at a time.

1440 To deploy the testing scenarios, the nodes provided by the
1441 w.iLab Platform were used, each one composed of a Linux
1442 machine with two Zolertia Re-Mote IoT nodes. On each
1443 node, the Zolertia Remote nodes were used to install the
1444 corresponding device type (in form of an IoT firmware) and

1445generate the test traffic. Additionally, the MMT-IoT Bridge,
1446MMT-Probe and MMT-Security software were installed on
1447the MMT-IoT Linux machine. This was done in order to read
1448the packets extracted by the IoT sniffer and perform the
1449security analysis on the same node.
1450The Ping Client IoT sensors were configured to trigger the
1451attack every 10 seconds. At each triggering, the client sent a
1452burst of 10 ICMP ping packets equally spaced within a
1453second. Additionally, an RPL router image was deployed in
1454the IoT-Router machine in order to allow packets to flow
1455through the network.
1456All the MMT software was deployed in the MMT-IoT
1457machine, including the MMT-IoT sniffer (in the Zolertia
1458Remote connected to that node), the MMT-IoT Bridge (run-
1459ning on the same NUC machine) and the MMT-Probe (also
1460running on the NUCmachine). This latter was the component
1461in charge of analyzing the extracted packets and performing
1462attack detection according to a rule previously defined: One
1463should not allow more than 2 ICMP ping packets per second
1464on an IoT network. This value used in the rule considers that,
1465in for instance IPv6 and 6LowPAN networks, ICMP traffic is
1466needed to keep the network alive (e.g., ping packets). In this
1467sense, the rule allows a fair amount of ICMP packets to run
1468through the network without raising an attack alert. This is
1469done to reduce the number of false positives detected by
1470MMT. Using this rule, MMT-Probe was capable of detecting
1471the occurrence of three or more ICMP packets as an attack,
1472generating a report in the MMT-Probe’s logs. Besides
1473detecting anomalous quantity of packets, the rule-based tech-
1474nique can also be used to detect anomalies in the type of
1475ICMP packets that are being exchanged.
1476Each scenario was executed continuously during 5 min, in
1477order to generate enough traffic for later analysis. The packets
1478extracted with MMT-IoT Sniffer (using the tcpdump tool)
1479and the MMT-Probe logs are used to check the number of
1480detected attacks in the scenario.

13.7.4 1481Results Obtained

1482Figures 13.8, 13.9 and 13.10 show the results of the execu-
1483tion of the three scenarios, respectively with 1, 2 and 3 clients.
1484In these figures, one can observe peaks each 10 seconds.
1485These peaks correspond to the automatic triggering of the
1486attacks, in other words, they show the moment when the
1487clients started to send the ICMP ping packets. In these par-
1488ticular instances, a raise in the extracted traffic was observed
1489since there was more data available to be processed. In the
1490three-client scenario, after 3 min of execution one can see that
1491the peaks appear more often. The authors conjecture that this
1492behavior is due to some type of de-synchronization between
1493the three clients, and the different attacks appear more
1494frequently.

Router

MMT-IoT

PingCli2 PingCli3PingCli1

Fig. 13.7 Deployment of the MMT-IoT solution in the w.iLab platform
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1495 An interesting observation is the limit of the extracted
1496 packets per second. Despite the fact that in the scenario
1497 more and more clients are added, and thus more traffic is
1498 generated, the maximum number of packets extracted
1499 remained practically the same: around 95 packets per second.

1500This opens the possibility of performing experiments to
1501answer the following questions:

1502• How does the packet size impact the number of packets
1503extracted by the MMT-IoT?
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1504 • Given the MTU of the IoT network, what is the upper limit
1505 of the throughput extracted by MMT-IoT?

1506 Finally, by analyzing the logs of the MMT-Probe, it was
1507 possible to count the number of attack detected. In the sce-
1508 nario with 1 attacking client, MMT-Probe detected
1509 183 attacks; with 2 clients, MMT-Probe detected 1046
1510 attacks; and with 3 clients, MMT-Probe detected 968 attacks.
1511 These numbers allowed validating the applicability of the
1512 MMT solution in IoT network environments.
1513 In the case of a single attacker, MMT-Probe was capable
1514 of analyzing the packets extracted by the MMT-IoT Sniffer
1515 and detects a simple security threat inside an IoT network.
1516 The work presented here allowed better understanding the
1517 concrete use of the monitoring techniques implemented by
1518 the MMT-IoT tool, namely the capture of the wireless proto-
1519 col communications. It also allowed testing the techniques
1520 provided by the MMT framework, namely Deep Packet and
1521 Flow Inspection, Complex Event Processing, temporal logic-
1522 based rule detection, trend-based statistical analysis, machine
1523 learning algorithms, etc. It further allowed understanding
1524 how the deployment on one of the Fed4Fire þ test bed
1525 platforms can be done, and the feasibility of performing the
1526 tests on another test bed platform. These tests allowed vali-
1527 dating a proof-of-concept version of MMT-IoT on a real IoT
1528 environment. The results allow identifying potential optimi-
1529 zations in the techniques used and improve the detection
1530 algorithms, aiming to increase the effectiveness of the
1531 techniques.

13.81532 Conclusion

1533 Two of the biggest challenges related to IoT networks con-
1534 cern security and privacy. The requirements and techniques
1535 related to these issues are well understood by the research
1536 community and the different stakeholders but this does not
1537 necessarily translate into commercially secure IoT products.
1538 For this, regulations need to be stricter and their enforcement
1539 needs to be guaranteed. Having said this, the more technical
1540 challenges are:

13.8.11541 Concerning Privacy

1542 There is no comprehensive methodology or framework that
1543 ensures privacy in an IoT environment for a large class of
1544 applications and heterogeneous devices. Adapting network
1545 virtualization and, in particular, Software-Defined Network-
1546 ing (SDN) with its centralized nature, can help introduce
1547 security and privacy functions. Nevertheless, these tech-
1548 niques would need to, in many use cases, to deal with huge

1549amounts of data that would forcibly impact the latency and
1550performance. Furthermore, cryptography is being adapted to
1551IoT by introducing new lightweight encryption to secure the
1552IoT communications and lightweight security protocols.

13.8.2 1553Concerning Energy Consumption,
1554Processing Capability and Storage Space

1555Optimizing the use of energy, processing and storage is a
1556constant requirement that is even more challenging when
1557security and privacy functions are introduced. Distribution
1558and parallelization of computations, optimized using, for
1559instance, Named Function Networking (NFN) paradigms
1560(e.g., [98, 99]) or micro services (e.g., [100]) that would
1561allow distributing the computations but at the same time
1562reduce redundancy in the computations.

13.8.3 1563Concerning Routing

1564Secure routing and forwarding needs to consider IoT require-
1565ments. P4 (e.g., [101]) that allows controlling the data plane
1566traffic of a packet forwarding device could be adapted to IoT
1567devices. New security protocols or modified existing ones
1568also need to consider the specific requirements of IoT. Cur-
1569rently, Wireless Sensor Networks use many protocols that are
1570not secure.
1571Furthermore, the infrastructure-less characteristic and
1572other requirements, such as difficult-to-access devices in the
1573field, introduce the possibility of intrusions that need to be
1574detected and mitigated.

13.8.4 1575Concerning Intrusion Detection
1576and Prevention

1577Existing intrusion detection and prevention systems are
1578designed essentially for analyzing the Internet protocols, but
1579there is the need for detecting and acting on the IoT network
1580radio part itself. Attacks (in other words, insider attacks since
1581there is no real boundary) that directly access IoT devices can
1582only be detected if the signals are monitored and analyzed
1583directly on the IoT network (as done in [76, 77] presented
1584before) and not after the IoT/Internet gateway or bridge.
1585Anomaly detection can also be used to detect tampering of
1586IoT or Wireless Sensor Networks that are used to gather time
1587series data. For this, it is necessary to combine statistical and
1588trend analysis of the measures with expert knowledge. Expert
1589knowledge is needed to take into account what the measures
1590represent, what are the expected values and any existing
1591correlation between the different measures in the case
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1592 where several different types of measures are made (as done
1593 in [91]).
1594 Mitigation or prevention by blocking messages is not
1595 possible in IoT communication environments. Mitigation
1596 scenarios need to be considered that depend on the applica-
1597 tion domain. For instance, by introducing device redundancy
1598 to switch from compromised to uncompromised, honeypots
1599 to redirect detected malicious traffic and correlating IoT
1600 messages with the corresponding Internet traffic so that it
1601 can be blocked. Mitigation also concerns assuring that the
1602 system continues to function at all times (in other words, the
1603 system is robust and resilient) even when faults occur in the
1604 IoT network or devices due to bugs in the software or hard-
1605 ware, provoked by attacks, or resulting from the depletion of
1606 energy of certain devices.
1607 The types of attacks that need to be considered are for
1608 instance, Denial of Services, insider attacks and data
1609 exfiltration. Machine learning techniques [102] can be used
1610 but they need to be adapted to IoT constraints: large networks
1611 without boundaries, limited access to devices, and limited
1612 resources (in other words, energy, CPU and memory).
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