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AbstrAct

After more than one decade of research 
efforts, ICN technologies seem mature enough to 
move from a design and implementation phase to 
early deployment trials. However, if one wants an 
ICN stack to be operated in a production context, 
some major blocks, related to the lack of ade-
quate deployment infrastructure, the migration 
of relevant services, and the capability to accu-
rately monitor an overall ICN domain, must be 
addressed. In this article we present a feedback 
experience of the deployment of a Named Data 
Networking island. The latter considers HTTP 
over NDN as a primary service deployed through 
dedicated gateways and NFV as a substrate for 
deploying and orchestrating ICN components. 
From the performance assessment of individual 
components up to the opening of the testbed to 
end users in a university campus, we propose an 
analysis that can guide further research efforts in 
the ICN area.

IntroductIon
After more than one decade of research and 
development, the information-centric networking 
(ICN) [1] paradigm has now reached a level of 
maturity that makes it a promising candidate to 
replace or complete standard IP stacks. Among 
the numerous insights that attest to this maturity, 
one can observe that:
1. Several ICN architectures proposed to date 

have stable and fully operational implemen-
tations (e.g., CCNX, NFD, Pursuit’s Blackad-
der, Netinf).

2. Some worldwide testbeds allow the deploy-
ment of real services for research and exper-
imentation purposes (e.g., the Named Data 
Network, NDN, testbed1 or the ICN testbed 
federation).2

3. The ICN Research Group (ICNRG), a 
dedicated working group of the Internet 
Research Task Force (IRTF), actively works 
on the standardization of several key points 
of this paradigm such as deployment consid-
erations [2].

Consequently, ICN is now moving from a pure 
research stage toward early trials of deployments, 
which exhibit novel challenges this paradigm has 
to face. The first one is related to deployment 
consideration, requiring novel infrastructure 
means able to host all ICN network functions. The 
second relies on the identification and migration 
of relevant services that can benefit from deploy-
ment over an ICN. Finally, novel monitoring and 
security facilities have to be designed to enable 
stakeholders to deploy ICN domains in a safe and 
manageable way.

Focusing on the NDN solution [3], the most 
federated ICN architecture to date, and after hav-
ing summarized our contributions about security 
in [4], we present in this article our achievements 
in:
1. Service migration with the presentation of a 

HTTP/NDN gateway able to carry web traf-
fic [5]

2. Infrastructure means that leverages network 
functions virtualization (NFV) to propose 
content-oriented orchestration [6]

Original contributions depicted in this article 
especially focus on NDN caching of web content 
and first results of experiments performed with 
real users.

The article is organized as follows. We present 
the related work on ICN deployment and service 
migration. We present two major contributions, 
which are an HTTP/NDN gateway enabling web 
traffic to cross NDN islands and content-oriented 
management and orchestration (MANO), which 
enables the automated deployment and dynam-
ic enforcement of NDN policies. We depict the 
different evaluation results from unitary tests of 
the components and a measurement campaign 
involving real end users. Finally, we draw some 
lessons from this first deployment experience that 
can help guide any further contributions in this 
area.

relAted Work

sdn And nFV For Icn deployment

It is commonly admitted that NDN will not replace 

Guillaume Doyen, Thibault Cholez, Wissam Mallouli, Bertrand Mathieu, Hoang-Long Mai, Xavier Marchal, Daishi Kondo, 
Messaoud Aouadj, Alain Ploix, Edgardo Montes-de-Oca, and Olivier Festor

THE QUEST FOR INFORMATION CENTRIC NETWORKING

After more than one 
decade of research 
efforts, ICN technologies 
seem mature enough to 
move from a design and 
implementation phase to 
early deployment trials. 
However, if one wants an 
ICN stack to be operated 
in a production context, 
some major locks, related 
to the lack of adequate 
deployment infrastruc-
ture, the migration of 
relevant services, and 
the capability to accu-
rately monitor an overall 
ICN domain, must be 
addressed.

Guillaume Doyen and Alain Ploix are with Troyes University of Technology; Hoang-Long Mai, Wissam Mallouli, and Edgardo Montes-De-Oca are with Montimage 
Research Labs; Thibault Cholez, Xavier Marchal, Daishi Kondo, and Olivier Festor are with LORIA-CNRS; Bertrand Mathieu is with Orange Labs.

Digital Object Identifier:
10.1109/MCOM.2019.1800730

An Orchestrated NDN Virtual Infrastructure 
Transporting Web Traffic:  

Design, Implementation, and  
First Experiments with Real End Users

This work is partially co-fund-
ed by (1) the French National 
Research Agency (ANR), 
DOCTOR project, < ANR-
14-CE28-0001>, started in 
01/12/2014 and supported 
by the French Systematic 
cluster, and (2) the CRCA 
Excellence grant < A2101-
03>, and the CRCA-FED-
ER CyberSec Platform 
<201304601>. 
 
1 https://named-data.net/
ndn-testbed/, accessed on 
04/02/19 
 
2 http://www.icn2020.
org/2018/01/15/test-
bed-federation/, accessed on 
04/02/19



IEEE Communications Magazine • June 2019 3

IP in a one-shot phase, but that the deployment 
will rather be progressive, and software defined 
networking (SDN) and NFV are two key technolo-
gies that allow it.

Many research efforts argue for the cohabi-
tation of IP and ICN on a common layer 2 net-
work by leveraging the network programmability 
offered by SDN. In [7], the authors propose to use 
a dedicated UDP or TCP port to identify ICN pro-
tocol and to extend the SDN controller with an 
ICN module. Salsano et al. [8] propose a frame-
work for deploying ICN functionalities over SDN 
using the IP option header as a name field for 
ICN. Meanwhile, the authors of [9] propose and 
implement an ICN module in the SDN controller 
to process the forwarding path computation for 
NDN flows separate from IP flows. Nguyen et al. 
[10] implement an intermediate layer between a 
CCN node and an OpenFlow switch called Wrap-
per, and the combination of the three elements 
acts as an ICN router.

NFV instead argues for the separation of IP 
and ICN protocols by leveraging the isolation 
property of virtualization. It also enables the 
deployment of ICN without requiring any change 
in the current network infrastructure, thus acting 
as a key enabler. Sardara et al. [11] follow this 
direction by proposing vICN (virtualized ICN). 
The authors provide a flexible unified framework 
for ICN, which includes several functions such as 
monitoring. The H2020 FLAME project aims to 
fully integrate ICN into an overall media function 
platform using the concepts of service function 
chaining (SFC). The fifth generation (5G) system 
architecture defined by the Third Generation Part-
nership Project (3GPP) leverages NFV and SDN 
technologies to provide the flexibility to deploy 
ICN as a slice. Finally, in [12], the authors benefit 
from NFV to provide contextualized edge services 
relying on ICN protocol stacks.

To date, several solutions aimed at providing 
practical deployment solutions of ICN with SDN 
and NFV have been proposed. However, to the 
best of our knowledge, our architecture is the first 

approach that pushes the content-oriented para-
digm of ICN up to high-level orchestration tem-
plates while keeping interoperability with existing 
standards for network virtualization such as the 
European Telecommunications Standards Institute 
(ETSI) MANO reference architecture, TOSCA as a 
high-level specification language, and Docker as a 
virtualization substrate.

serVIce mIgrAtIon

The prime protocol to deliver content nowadays 
is HTTP, and it is natural that a few initiatives 
already tried to make the bridge between HTTP 
and the NDN world. A first approach was pro-
posed by Wang et al. [13] that translates HTTP 
requests to CCN Interests packets, but it exhibits 
weaknesses such as the unability to communicate 
with a native CCN producer/consumer and the 
misuse of the “metadata” field in the CCN Inter-
est packet to carry a HTTP request’s header. The 
authors of [14] explain how CDN could benefit 
from ICN and identify CCN/HTTP translation and 
CCN/IP tunneling as key technologies of their 
architecture, but they only provide a high-level 
description of the gateway. Another more gener-
ic approach, also relying on a gateway, was pro-
posed by Moiseenko et al. [15]. They succeeded 
in carrying TCP over NDN, and consequently all 
the upper protocols that use TCP, which include 
HTTP. While their work is a significant step 
toward the adoption and deployment of NDN, 
their generic solution also misses an important 
incentive because it does not use one of the main 
features of NDN, the cache, when carrying web 
contents because it is not possible to have effi-
cient content-level caching when only TCP-level 
information is considered.

To conclude, to the best of our knowledge, 
our work is the only one to address the most rel-
evant service migration case while preserving all 
the features of both the HTTP protocol and the 
NDN one. It is also the only one to have been 
extensively evaluated in a realistic deployment 
situation with end users accessing real web sites.

Figure 1. Virtual NDN Network and MANO Architecture. Green boxes stand for novel NFV components and grey ones stand for exist-
ing ones. The TOSCA virtual NDN network specification is depicted as a blue box.
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A VIrtuAlIzed ndn InFrAstructure For 
Web trAFFIc

leVerAgIng nFV As A substrAte For ndn deployment

The overall architecture of our content-oriented 
MANO is illustrated in Fig. 1. It strictly follows 
the ETSI reference architecture specification.3 
It leverages Docker as the core technology for 
the NFV infrastructure (NFVI) and VXLAN as an 
encapsulation strategy for the NDN data plane 
traffic, thus making the NFVI agnostic to the 
carried traffic nature. Consequently, the virtual 
infrastructure manager (VIM), does not need to 
be extended to support NDN traffic too, and we 
have selected Docker Swarm as a ready-to-use 
technology (arrow 9). As such, the methodology 
we followed has consisted in solely extending or 
redesigning the MANO components that need 
NDN awareness without diverting them from 
their initial purpose. These are the virtual network 
function manager (VNFM) and the NFV orchestra-
tor (NFVO).

To provide network administrators with a 
high-level and intuitive way to specify virtualized 
NDN services, we have designed a novel TOSCA 
profile for NDN that also integrates novel policies 
to dynamically react against NDN-specific perfor-
mance and security incidents. The specifications 
for virtual deployment units, virtual links, and con-
nection points have been kept unchanged since 
they only relate to the infrastructure layer, while 
those for VNF, forwarding path, and policies have 
been extended to encompass NDN features. For 
instance, the VNF specification includes configu-
ration parameters that represent the set of NDN 
prefixes to be announced as well as the status of 
a signature verification module in an NDN router, 
while the forwarding path specification captures 
the list of VNFs that a particular set of NDN pack-
ets will follow defined on either the forwarder or 
the NDN prefix. Finally, our NDN TOSCA exten-
sion enables the specification policies modeled 
with Event-Condition-Action (ECA) rules that apply 
dynamically during service runtime for dynamic 
reconfiguration operations (e.g., enforcement of 
signature verification to be applied on Data pack-
ets) and scale-out. 

We have designed and implemented a ded-
icated NFVO that includes two main blocks: a 
TOSCA parser and an Orchestration engine. 
Given our TOSCA profile for NDN (arrow 1), the 
TOSCA parser reads TOSCA templates (arrow 2) 
and creates an in-memory graph of TOSCA nodes 
and their relationships (arrow 3). The graph is then 
passed to the NFVO Core component (arrow 4), 
which delegates any NDN-specific operation to 
the NDN engine (arrow 5), which extracts the 
forwarding information defined in the forward-
ing path and translates it into forwarding informa-
tion base (FIB) configuration for each VNF, which 
includes the NDN prefix, the address of the next 
hop, and the port number of the NDN process 
(e.g., NFD, NDN firewall, or signature verification 
module). In the case of a deployment automa-
tion, the NFVO core orders the VIM to deploy 
a management network (arrow 7) to ensure the 
communication between VNFs and the VNFM, 
followed by the deployment of the VNFM as a 
container connecting to this network (arrow 6).

The latter, in charge of the life cycle manage-
ment of VNFs, acts as a central point between 
them and the orchestrator. As such, it forwards 
all specific NDN configurations (the NDN pre-
fix-based routing information, the NDN prefix to 
be blocked in the NDN firewall, etc.) from the 
NDN engine (arrow 10) to the element manag-
ers (EMs, arrow 13), which are the unified man-
agement components of VNFs that abstract their 
specificities. The VNFM also receives notifications 
from EMs that can issue notifications when an 
NDN configuration is fully applied or an NDN 
attack is detected (arrow 12) by a monitoring 
agent which embeds security applications that 
allow it to detect NDN attacks. In the case of a 
routing VNF, an EM uses the NFD management 
protocol to configure (arrow 15) and monitor 
(arrow 14) NFD. For scaleout operations, the 
VNFM also orders the VIM (arrow 8) to spawn 
new containers that will be configured through 
previously exposed configuration paths.

mIgrAtIng Http tHrougH dedIcAted gAteWAys

To overcome the current limitations of service 
migrations toward NDN, we designed an HTTP/
NDN mapping protocol and architecture, whose 
implementation takes the form of a gateway that 
can be used to seamlessly transport HTTP traffic 
over an NDN island [5]. 

An NDN island using our HTTP over NDN 
architecture must instantiate two kinds of gate-
ways:
1. An ingress gateway (iGW), that converts 

HTTP user requests into NDN messages and 
returning NDN messages into HTTP respons-
es

2. An egress gateway (eGW), the counterpart 
of the first one, that converts NDN messag-
es into HTTP requests toward web sites and 
converts HTTP responses into NDN messag-
es

Several eGWs can coexist in the island, each 
receiving the requests for a given name pre-
fix based on the defined NDN routes. Because 
HTTPS is by nature in opposition to ICN (no inter-
est to cache end-to-end encrypted content), it is 
not supported by the gateway. iGW is simply seen 
by IP users as a web proxy, but their traffic is part-
ly transported by NDN.

The gateways follow a naming pattern based 
on a naming proposition to convert URL to ICN 
names.4 Since an NDN Interest packet can-
not carry data while an HTTP request’s head-
er does, an iGW (or a native NDN web-client) 
must exchange different messages in three steps, 
defined in Table 1, to retrieve the web content. 
First, the iGW sends an Interest whose name com-
ponents contain, as illustrated in Table 1a:
• The requested domain split by sub-domains 

and in reverse order (e.g., /com/google/
www)

• The path of the content on the web server
• The route toward the sender as a single 

name component
• A hash of the HTTP request’s header (a 

SHA1 of the header and up to 1024 bytes of 
the request body) to perfectly identify HTTP 
requests and their corresponding Data pack-
et
This Interest packet is sent in the NDN net-

3 https://www.etsi.org/
technologies-clusters/tech-
nologies/nfv, accessed 4 
Feb. 2019. 
 
4 http://www.icn-names.
net/, accessed 4 Feb. 2019.
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work to ask someone to handle the request (Fig. 
2, steps 1–2). Consequently, eGW (or a native 
NDN web server) knows upon reception that 
an HTTP request must be satisfied, but also the 
network name to contact the client to get the 
request details. Please note that the SHA1 is used 
to be sure we respect the parameters of the HTTP 
request to match users’ properties. However, 
carefully choosing a subset of fields to be con-
sidered to compute the hash can vastly improve 
NDN caching while giving consistent results to 
users. 

Indeed, our preliminary experiments showed 
that users cannot benefit from the cached 
responses initiated by another web browser. 
This is mainly due to the relative uniqueness of 
HTTP requests sent by a browser. As such, HTTP 
responses’ packets can only come from the 
NDN cache if users ask for the same content in 
the very same way regarding all options in HTTP 
requests’ headers. By default, a user reloading a 
page gets 75 percent of packets from the NDN 
cache, while a subsequent user with the same 
browser only gets 38 percent, and another sub-
sequent user with a different browser 0 percent. 
This can endanger the ability of HTTP traffic to 
take advantage of the NDN island. A solution is 
to ignore or replace some common but “useless” 
fields of the header when computing the hash in 
order to maximize the reusability of concurrent 
requests for a given content. Our tests show that 
the cachability is thus vastly improved without 
affecting the accuracy of delivered content by 
modifying accept-encoding and ignoring the user-
agent, accept-language, accept, and cookie fields 
for static contents. With this optimization that pre-
serves all significant HTTP features, a second user 
with the same browser now achieves 78 percent 
of cache hit, and a subsequent user with a differ-
ent browser 61 percent.

In the second step, the eGW extracts informa-
tion from the first Interest sent by the iGW, more 
precisely the two last components, the sender 
route and the hash, in order to retrieve the full 
HTTP request (Fig. 2, steps 3–4, and Table 1b). 
The sender route is coded as a single binary field 
name component to be extracted easily. This pre-
liminary exchange including the sender route is 
mandatory because Interest packets cannot trans-
port Data in NDN, so the HTTP request must be 
retrieved specifically. Once the full HTTP request 
is received by the eGW, it can now ask the HTTP 
server in the IP domain for the actual web con-
tent. After the reception of the HTTP response 
from a regular HTTP server, the eGW prepares 
the NDN Data packets. Following the NDN prin-
ciple, it is up to the NDN client to send Inter-
est packets to retrieve each chunk of the HTTP 
response (Fig. 2, steps 5–6, and Table 1c). Please 
notice that the six steps of the mapping protocol 
are actually done in two round-trip times (RTTs) 
because some steps are done in parallel (3–4 and 
5–6). In the case of a native NDN web server, 
the mapping protocol is the same, but content is 
directly sent by the server without issuing traffic 
on the IP network. 

eVAluAtIon
We followed a specific experimental approach to 
evaluate each of our contributions: unitary tests 

for the HTTP/NDN gateway, test scenarios with 
emulated users for the content-oriented orches-
tration infrastructure, and finally in vivo tests with 
real end users.

eVAluAtIon oF serVIce gAteWAys

We evaluated our gateway both in terms of per-
formance and reliability and in terms of interest 
and efficiency for end users. For the performance 
tests, we used one scrapper we internally devel-
oped. For the interest and quality for end-users, 
we used Webview,5 a tool developed by Orange, 
allowing us to perform automation of tests for the 
web browsing service and measuring quality met-
rics, such as the page load time (PLT), as defined 
by the W3C consortium.

For the performance and accuracy of our gate-
way, we evaluated the success of retrieving the 
requested objects. In Fig. 3 we plot the frequen-
cy distribution of the page content, given by the 
number of HTTP objects retrieved from the set 
of all objects that the infrastructure successfully 
requests and retrieves. The result (plot in semi-
log scale) shows that most of the top 1000 HTTP 
websites can be retrieved entirely, those with bad 
results being mainly remote websites (Chinese, 
Korean and Russian).

We evaluated the additional delay resulting 
from the usage of the gateways. This experiment 
shows that the additional delay resulting from the 
usage of the gateways is nearly constant and in 
our case equal to 29+/–3 ms. We can get a con-
stant time because the eGW does not wait for the 
completion of the HTTP responses and starts to 
generate Data packets as soon as possible.

eVAluAtIon oF  
content-orIented orcHestrAtIon components

The first experiments we have performed to 

5 https://webview.orange.
com/, accessed on 
04/02/19.

Table 1. Naming pattern of the mapping protocol.

a. /http/reverse_splitted_domain_name/path/sender_route/sha1

b. /sender_route/sha1(/segment)

c. /http/reverse_splitted_domain_name/path/sha1(/version/segment) 

Figure 2. Sequence diagram of the communication protocol between gate-
ways.
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assess the performance of our content-oriented 
MANO framework have consisted of evaluating 
the capability of our solution to automatically 
deploy an NDN virtual topology. Different topol-
ogies exhibiting various numbers of VNFs and dif-
ferent connectivity degrees have been considered 
(e.g., star, ring, and mesh). The collected results 
have shown that: 
1. Our content-oriented MANO is able to 

spawn and configure VNFs in a reasonable 
time (from 10 to 30 s on average per VNF).

2. The NDN configuration enforcement is rea-
sonably time consuming as compared to 
standard container spawning.

3. The total deployment time grows linearly 
according to the number of VNFs.

The bottleneck we identified for the deployment 
automation resides in the connection degree of 
VNFs, which induces orchestration operations of 
both infrastructure layer endpoints as well as the 
convergence of forwarding routes in the NDN 

virtual network, thus leading to an potential expo-
nential growth of the deployment time in the case 
of a full-mesh topology. 

Then, in order to evaluate the dynamic part of 
our orchestration framework, we considered the 
case of a content poisoning attack (CPA), which 
is one of the current threats in NDN. Our solution 
could be extended to other security threats (e.g., 
interest flooding attack, cache probing, route poi-
soning), but such a study is left for future work. 
CPA detection is achieved through a dedicated 
detector presented in [4], and from an orches-
tration perspective, we consider three mitigation 
policies that bring a virtual NDN network under 
attack back to normal. First, on a CPA detection 
by a security probe, our orchestrator dynami-
cally enforces the signature verification module, 
which checks the integrity of each Data packet, 
of NDN routers located at the edge of the NDN 
virtual network. Then, for each corrupted prefix, 
the orchestrator dynamically reconfigures the 
black list of the upstream virtual NDN firewall to 
prevent such traffic from entering the network. 
Finally, to deal with any potential overload of 
NDN routers enforcing the signature verification, 
which may induce a too high computing cost, 
the orchestrator enforces a scale-out policy that 
dynamically spawns and configures replicas of 
NDN routers. 

Figure 4 exhibits time series of good data (blue 
lines), bad data (red lines), and lost data (black 
lines), expressed in terms of number of pack-
ets per second, received by a good user under 
a CPA. The green dotted line shows the time at 
which the network detects the attack and triggers 
the firewall and signature verification policies to 
mitigate the attack. 

We can observe that, after this moment, the 
amount of bad data abruptly drops to zero. How-
ever, the amount of good data also decreases 
slightly, and the number of lost data increases 
remarkably. The reason lies in the overload the 
routers performing the signature verification suf-
fer, which prevents them from reliably achieving 
their basic forwarding operations. Then the two 
black dotted lines show the moment when the 
scale-out configuration operations start and ter-
minate. After that time, the network returns to 
a normal state: good data gets back to its initial 
rate, and lost data drops to a negligible value. We 
can also observe that during the period of scale-
out, there is no downtime of the network. Overall, 
these results show the effectiveness of the con-
tent-oriented orchestration in terms of security 
and performance. 

reAl user experIments

To assess the performance of our overall deploy-
ment solution for NDN, we conducted a real-
scale experiment involving real users. During five 
days, the HTTP traffic issued by a dozen volunteer 
students from the Troyes University of Technolo-
gy campus was routed to a basic version of our 
testbed, integrating our gateways and a single 
NDN router but without dynamic reconfiguration.

In total, 38 reports of users’ perception of the 
HTTP service operated over our ICN island were 
provided. They were questioned on:
1. Any additional delay they perceived as com-

pared to their everyday life navigation

Figure 3. Distribution of web sites based on percentage retrieval.

Figure 4. Time series of the dynamic orchestration of CPA mitigation; (red, 
blue, black) lines stand for (good, bad, lost) data packets, respectively.
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2. The incomplete retrieval of web contents in 
the pages they accessed

3. Their will to adopt this technology in real life
The collected results are synthesized in Table 

2. They are globally promising since for all ques-
tions, the results are satisfying. On the question 
related to their perceived additional delay, more 
than half of the users did not notice any change, 
while two almost identical subsets notice a deg-
radation (23.68 percent) or improvement (21.06 
percent), leading us to conclude that the island 
does not significantly alter the perceived quality of 
experience, while it acts as an additional domain 
to cross before reaching the Internet. Similarly, to 
the question about the capability of our solution 
to retrieve any web content, more than half of the 
users were able to retrieve all web objects they 
accessed, and only a very small portion noticed 
an important lack in the content retrieval (5.26 
percent) due to a bug occurring with non-occi-
dental encoding. Finally, to the last question relat-
ed to the ICN adoption in the future, a large part 
of these testers indicated that they are in favor 
of adopting this technology given their quality of 
experience during this experiment. 

These results lead us to conclude that an ICN 
island is a promising candidate for a telco to pro-
vide web content to its users, but the diversity 
and richness of web content must be well caught 
by ICN components and especially gateways to 
enable fully reliable content retrieval. 

lessons leArned And  
Future reseArcH dIrectIons

In this article, we present two contributions aimed 
at pushing forward the deployment of ICN, and 
NDN in particular. The first one is a content-ori-
ented orchestrator for NDN networks which 
brings the content paradigm up to service specifi-
cation. By extending the TOSCA standard profile, 
the latter allows us to dynamically manage the 
life cycle of an NDN network deployed in a vir-
tualized infrastructure and to dynamically react to 

events or anomalies by reconfiguring a virtualized 
NDN network. As a use case of service that can 
benefit from a migration to NDN, we designed a 
protocol mapping from HTTP to NDN and imple-
mented an operational gateway that allows end 
users to use current web browsers to reach public 
web servers via an NDN network. Our solution is 
compliant with current standards of network vir-
tualization, transparent for end users, adaptive to 
allow the communication between the NDN and 
IP worlds, efficient, and reliable. The components 
have been exhaustively evaluated in the context 
of a security scenario, emulated web traffic, and 
also a real deployment campaign where real end 
users from a university campus, via our NDN test-
bed, accessed public websites using their own 
browsers. In this context, we also discovered that 
caching is not as efficient as we could expect with 
real end users, due to the variety of accessed web 
sites, the various web browser configurations, and 
the personalization of content. As a guideline for 
future work, novel NDN caching features moving 
away from generic usage should be refined for 
the particular web browsing service to improve its 
general performance and consequently the quali-
ty of experience of end users.

The future direction of work in our research 
area is as follows. Our short-term perspective con-
sists of analyzing the set of metrics we have col-
lected during the experiments with real end users. 
Our purpose is to provide recommendations and 
models for subsequent deployments of NDN. 
Then, to promote our gateway, we will join the 
federated NDN testbed, and hope to cause an 
increase of its inner traffic once the web is made 
available and with the iGW constituting a cheap 
entry point for users. Finally, the genericity of our 
solution, which is currently restricted to NDN, is 
an open question. One can envisage an adapta-
tion of our work for similar ICN solutions such 
as CCN, which would ease the mapping with 
HTTP because CCN Interest packets can direct-
ly transport the HTTP request, but the design 
and implementation of content-oriented MANO 
components is still dependent on the actual ICN 
technology they manage and would require some 
effort. 
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