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Abstract. Industry 4.0 has popularized Cyber-Physical Systems (CPSs),
engineered systems integrating physical components with computerized
controls for process management. Despite efforts by academia and in-
dustry to address CPSs challenges, security remains a key concern. This
involves identifying vulnerabilities, weaknesses, and threats. The primary
objectives of security are the evaluation of CPSs’ security status, uncov-
ering flaws, and suggesting risk mitigation. Nevertheless, besides lists of
several CPSs security improvement techniques and methodologies for de-
tecting CPSs security issues, little emphasis is paid to their resolution.
This paper analyzes existing techniques to enhance resilience in CPSs,
encompassing both design and operational phases to mitigate identified
risks. Additionally, we introduce the integration of a resilience compo-
nent into a Digital Twin (DT) framework. This component utilizes the
capabilities of the DT to oversee resilience mechanisms within the sys-
tem, monitor system activity, and respond effectively to security events.

Keywords: Cyber Physical Systems · Resilience · Digital Twin · Secu-
rity · Mitigation.

1 Introduction

Cyber Physical Systems (CPSs) refers to systems where the physical compo-
nents are interconnected through communication technologies to create efficient
control systems [18]. Comprising physical and cyber layers, CPSs use sensors to
collect data, controllers manage system behavior. The cyber layer, a network of
connected components, facilitates message transmission for tasks like controller
configuration. This integration supports coordination in complex systems, en-
abling constant monitoring, control, and adaptation of CPSs.

CPSs find applications in domains like smart grids, transportation, health-
care, smart cities, and homes [5]. However, they face heightened security risks
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due to their critical roles. Resilience, defined as the ability to resist, absorb,
recover or adapt to adversity or a changing conditions [7], plays a crucial role
in CPSs. This involves proactive and reactive measures. While cyber security
and resilience share overlapping concepts, resilience is primarily concerned with
ensuring the continuity of system operations during adverse conditions or dis-
ruptions. In this context cyber security is closely related, focusing on protecting
and defending systems against cyber attacks [19].

A Digital Twin (DT) is a virtual replica of a system, widely used in CPSs and
networks [21]. DTs incorporate real-time data from the physical system, enabling
bidirectional data exchange [16] and enhancing CPS resilience through real-time
adaptation. Despite their potential to enhance CPS resilience, challenges remain
in scalability, performance, and system impact. Scalability involves managing
larger systems efficiently, while performance may be affected by changes, poten-
tially causing cascading effects. The DT’s simulation capability allows compre-
hensive analysis before implementing changes, reducing risks and consequences.

The main contribution of this paper is described as below:

– Introduction of a novel resilience component tailored for Digital Twin tech-
nology, enhancing its capability to effectively respond to security events in
CPSs. This component serves as a critical addition to improve resilience of
CPSs.

– Integration of the resilience component developed within a DT architecture.
This integration showcases the adaptability of our approach, allowing exist-
ing DT systems to easily incorporate security measures.

– Experimental validation using a model of a Electrical Vehicle Charging Sta-
tion, allowing the resilience component to monitor and react to flood attacks
against the central system of the architecture using a moving target defense
approach.

The remainder of this paper is organized as follows. Section 2 presents the
related work. Section 3 presents various resilience mechanisms and techniques.
Section 4 presents the proposal of a DT extension with a resilience component.
Section 5 presents the application and evaluation. The discussion is presented in
Section 6, and final remarks and conclusions in Section 7.

2 Related Work

DTs are an emerging and powerful tool for understanding and controlling com-
plex systems, researchers are applying them in different domains and research
about them has increased since its first proposed approach in 2006 by Hellen
Gil [14]. This section provides an overview of recent research studies that focus
on enhancing resilience in CPSs by leveraging the capabilities of DTs and the
use of alternative methodologies and strategies.

The academic community extensively explores methodologies for securing
and enhancing resilience in CPSs, particularly in smart grids and power sys-
tems [13,20,22]. Studies address security controls, attack detection, resilience in
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industrial CPSs [8] and proposing resilience frameworks [4]. However, none of
these studies consider the use of DT to enhance CPS resilience.

Various studies delve into the utilization of DTs for enhancing resilience
in CPSs.. Brucherseifer et al. [2] propose a DT framework covering analysis,
optimization, and automated low-level decisions. Becue et al. [3] view DTs as
tools for root cause analysis. Saad et al. [15] employ IoT-based energy CPSs to
detect attacked components through agent consensus. Lektauers et al. [12] utilize
DTs for simulation and data sharing. Faleiro et al. [9] focus on healthcare DT
applications, discussing security layers. Hussaini et al. [11] propose a DT defense
mechanisms taxonomy, introducing a Secured DT Development Life Cycle based
on layer architecture.

The research studies reviewed highlight the role of DT in enhancing CPS
resilience. However, a common limitation is absence of specific strategies for
incident response due to the need for event and domain specific approaches.

Resilience metrics quantify a system’s vulnerability and offer a comprehen-
sive understanding of its response to diverse challenges and changes. They aid
in understanding system behavior during events, enabling post-event analysis
and evaluating resilience strategies. Various studies discuss and define generic
resilience metrics. Haque et al. [10] consider asset criticality, risk, and network
topology, while Colibianchi et al. [6] include path redundancy, device status, and
quality of service. Barbeau et al. [1] introduces two novel control-theoretic con-
cepts, k-steerability and l-monitorability for determining CPS resilience. Segovia
et al. [17] propose a resilience metric for a single system variable extended to an
overall stability metric assessing attack impact across the entire system. These
metrics quantify post-event resilience. In a real-time data-driven context like
a DT, the performance metric stands out for real-time monitoring, comparing
model and actual data in the DT interface. When an attack is detected, and the
system fully recovers its desired performance, an analysis can measure resilience,
utilizing factors such as absorb and recovery time as mentioned in previous stud-
ies.

3 Resilience mechanisms and techniques

3.1 Proactive techniques

Proactive mechanisms are strategies applied before detecting an attack or un-
usual events, enhancing system resilience by design. Intrusion Detection Systems
(IDS) monitor CPSs using policies, historical data, and attack signatures. Ad-
vanced monitoring integrates machine learning for early detection, optimizing
models and reconstructing data. Proactive strategies include risk assessment to
identify critical CPS components and allocate resources for protection.

Diversification techniques are proactive strategies that hide specific segments
of the system to disrupt the adversary understanding and dynamically alter the
attack surface. Redundancy is a form of diversity, it involves creating varied ver-
sions of the same component, reducing vulnerability attacks focused on specific
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weaknesses. In this context, Moving Target Defense (MTD) seamlessly switch
to alternative components with different designs. Moreover, diversification tech-
niques also include the dynamic change of components positions, resources, and
pathways. These constant adjustments decrease system predictability, establish-
ing a barrier that requires adversaries to invest more resources and time to
deduce the internal behavior of the system.

Isolation and segmentation are techniques employed in the design of CPSs.
Isolation creates separate environments for independent components, preventing
an adversary with control of one component from accessing others. Even if the
components are independent, being in the same environment makes it easier
for an adversary to get access from one to the another. Similarly, segmentation
divides the CPS into components or subsystems that interact with each other.
The goal is to limit the adversary from getting access from one component to
another.

To achieve resilience by design, several classical guidelines can be followed,
such as the use of secure communication protocols, authentication control, user
privilege restrictions, secure software usage, firewalls, and security best practices
to ensure confidentiality, integrity, and availability.

3.2 Reactive techniques

Reactive mechanisms respond to detected unusual events, aiming to restore nor-
mal CPS operation and functionality. As part of reactive techniques, adaptive
response dynamically alters the system’s behavior and configuration upon event
detection to mitigate damage, maintain the system operations and integrity. It
employs strategies like incident response plans, where the system selects a spe-
cific defense strategy based on the characteristics of the detected event. CPSs
may adopt dynamic code changes to reduce their attack surface. However, de-
bugging challenges can arise due to the nature of the code.

Once an incident is detected and addressed, it’s crucial to analyze the event to
identify the vulnerability that led to its occurrence. Post-event analysis provides
insights into the root cause, allowing long-term actions for preventing similar
events in the future and improving CPS resilience and security.

To prevent similar events in other CPSs, the use of incident sharing plat-
forms facilitate the exchange of security information, threat, attack details, and
security techniques among multiple CPSs, promoting collective defense against
potential security events, though sharing sensitive data requires careful consider-
ation. This collaborative approach serves as a collective defense to protect CPSs
and mitigate potential security events.

As CPS face a variety of attack types, relying solely on a single defense
technique often proves inadequate to protect the system. Given that certain
defense techniques are attack-specific, it is a common practice to employ a multi-
layered defense to elevate the overall security and resilience of CPS. Combining
security by design with reactive mechanisms enhances the system’s adaptability
to various attacks, ensuring comprehensive protection against a broad spectrum
of security events.
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4 Resilience component

This research proposes integrating a built-in resilient component into a DT ar-
chitecture, managing both existing and new resilience mechanisms within the
system. The resilience component takes advantage of the DT’s feedback capabil-
ity to control resilience mechanisms in the system. Since the DT allows to collect
information of a system in real time and collect information from a model, such
as a predictive models, these two sources of information can be compared to
obtain real-time resilience metrics representing the current state of the system
that can be visualized and monitored through the DT.

As outlined in Section 3, resilience mechanisms fall into proactive or reac-
tive categories. Proactive mechanisms run continuously, with their execution
controllable by the resilience component. Reactive mechanisms, respond to spe-
cific events, triggered by the resilience component when necessary, updating DT
models is essential whenever system changes occur.

The reactive mechanism workflow is illustrated in Figure 1, involves the re-
silience component responding to event detection by taking appropriate actions
and updating the system model. Proactive mechanisms follow a similar work-
flow, where the resilience component continuously updates the system and model
without relying on event detection.

Fig. 1: Workflow of the Resilience Component for reactive mechanisms

As an example of a resilience mechanism, the resilience component employs
Moving Target Defense (MTD). To implement MTD, it is necessary to have
beforehand a set of equivalents components for the same functionality, exhibit-
ing the same behavior but with different implementations, making them less
vulnerable to the same attacks. The resilience component instruct the system
to replace a component with an equivalent one, and updates the system model
accordingly.

In addition to the MTD mechanism, the resilience component has the ca-
pability to integrate various other mechanisms, both existing within the system
and newly introduced ones. This integration aims to leverage the strengths of
theses mechanisms to enhance system resilience. For new mechanisms, they can
be implemented as new services within the resilience component. As for the ex-
isting mechanisms, the resilience component can manage and control them by
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establishing connections or utilizing available APIs. This allows the resilience
component to effectively oversee and enhance the system’s resilience by leverag-
ing the capabilities of these integrated mechanisms.

5 Application of Resilience Component in a DT

MADT4B 4 (Multi-Aspect DT for Business Continuity) is an ongoing real-time
DT platform that provides system insights. It connects and synchronizes a CPS
in real time, offering contextual information and extending DT capabilities for
business continuity. It uses a Knowledge Graph (KG) to represent system and
features a NeoDash dashboard linked to a Neo4j database backend.

The resilience component is integrated as a new service to the DT’s backend,
including resilience mechanisms. Functioning centrally, the resilience component
controls these mechanisms. Management is through the DT’s GUI, with a new
”Mechanism” node in the KG meta-model. The MTD mechanism replaces a vul-
nerable asset with an equivalent, which refers to a new component that provides
identical services as the original but with a distinct implementation.

To maintain isolation between the original component and its equivalents, the
connection between them is present only in the knowledge graph presented by
the DT, indicating their equivalence. However, these connections do not exist in
the physical system itself. It is responsibility of the MTDmechanism to rearrange
the connections once a component is replaced with its equivalent.

The MTD mechanism, depicted in Figure 2, begins with a component de-
noted as S in Figure 2a. Represented as S′, the equivalent component replaces
the original one. Sa represent the component or set providing functionality, while
Sx represents those required for S to operate. Subsequently, connection are dupli-
cated to ensure service availability in Figure 2b. After establishing connections,
the old component is safely disconnected in Figure 2c, ensuring uninterrupted
service during the transition.

(a) Connections before
MTD starts

(b) Connections from and
to node S are duplicated
in node S′

(c) Node S is discon-
nected

Fig. 2: Simple MTD replacement

For component replacement, we initially opt for random selection. However,
a prioritization strategy based on factors such as component status, performance

4 https://github.com/SINTEF-9012/madt-neodash
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metrics, costs, and other criteria can enhance the selection process for optimal
system replacement.

5.1 Modeled system

The resilience component is tested using an electric vehicle charging station
(EVCS) scenario, representing a CPS. The EVCS includes physical components
like charging stations and virtual components, such as the charging station man-
agement system (CSMS). Multiple charging stations (CS) are connected to a
network switch for Ethernet connectivity to the CSMS. The CSMS, hosted on a
private cloud, remotely maintains and monitors the CSs using the Open Charge
Point Protocol (OCPP) over the Internet. A router and WiFi access points
enhance Internet connectivity. For grid-related protection, a Feeder Protection
Relay (FPR) is synchronized with a GPS clock. Figure 3 depicts the high-level
architecture.

Fig. 3: Knowledge Graph for EVCS

5.2 Adversary Model: Flood attack to CSMS, detection and
reaction

We considered a Heartbeat flood attack from a CS to the CSMS, aiming to sat-
urate the communication channel and CSMS resources. The Heartbeat message
serves the purpose of indicating that a charging point is currently connected
and operational. The initial entry point of the adversary is the charging point.
The adversary can gain control over this component of the system using vari-
ous spoofing techniques, including eavesdropping on communication or executing
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man-in-the-middle attacks. Additionally, the adversary could steal identification
details from the charging point device, such as TLS certificates to gain access.

The resilience component, monitoring the CSMS logs, as depicted in Figure
4a, includes a monitor system fetching connection details from the KG. This
system connects to the InfluxDB database, focusing on Heartbeat logs for rule-
based flood attack detection.

(a) System under Flood Attack

(b) Reaction of resilience component

Fig. 4: Detection and reaction of flood attack to CSMS

Under normal conditions, heartbeat messages are sent every 8 minutes, but
during flooding attack, the frequency increases to about 0.1 seconds. The detec-
tion system uses a tolerance attribute for rule-based detection.

Upon detecting an attack, the affected CS is flagged in the DT’s KG, trigger-
ing a MTD strategy as depicted in Figure 4b. Two CSMS implementations were
used: a python application 5 with the ocpp library, and a second extension6.

We conducted 10 flooding attacks, messages were randomly sent from a charg-
ing station at intervals d seconds, d ∈ (0, 1]. Table 1 compares system behavior
with and without the resilience component. The system, with the resilience com-
ponent, showed a lower average response time during attacks. Recovery is not
recorded without the resilience component since a single charging station’s attack
isn’t sufficient to bring down the system. However, with the resilience compo-
nent, recovery is considered as the transition time in one charging station when

5 https://github.com/mobilityhouse/ocpp
6 https://github.com/villekr/ocpp-asgi
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switching to a new CSMS. In both scenarios, the services remains available, re-
sulting in no downtime. Figure 5 displays logs in the resilience component and
one charging station when an event is detected, and MTD is triggered.

Metric Without resilience component With resilience component

Response time 0.47 [s] 0.38 [s]
Recover time - 0.005 [s]
Downtime 0 [s] 0 [s]

Table 1: System behaviour without resilience component and with it.

(a) Log in resilience component, send an update to charging stations.

(b) Log in charging station upon receiving update and reconnect to the new CSMS.

Fig. 5: Logs when an event is detected and MTD is triggered

6 Discussion

DTs provide diverse services to CPSs, and security is a crucial aspect. Despites
its capabilities in real-time information collection, the MADT4BC DT platform
lacks an inherent resilience component. The bidirectional communication allows
the DT to detect anomalies, while a resilience component offers protection and
feedback for mitigation.

To assess the resilience component’s response effectiveness, several aspects
should be considered. This includes scalability in terms of the number of adver-
saries and the system’s complexity. It is important to test the system in com-
plex and realistic scenarios for ensure its reliability, evaluate its performance
in both normal conditions as well as during attacks. For MTD, when replacing
components with equivalents, connected elements need reestablishment. If the
equivalent has existing connections, no need for this step. In hybrid cases, renew
remaining connections for seamless integration. Moreover, for subscription ser-
vices, updating all subscribers is vital. This informs them of changes and allows
adjustments to their setup and interactions.

Additionally, when selecting a resilience mechanism, it’s crucial to weigh
the cost of implementation and execution within the system. Some mechanisms
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might promise better performance but implementations costs can be significant.
In such cases, lower performance options that meet systems constraints could be
necessary.

Lastly, the goal is to achieve self-healing systems that autonomously recover
from attacks and security events. However, the operator involvement in the feed-
back loop remains vital. The DT can suggest responses based on event complex-
ity. For common security scenarios, the DT can trigger automatic responses,
forming a hybrid resilient component. This balances automated and manual
strengths, ensuring effective response to diverse incidents. MTD empowers self-
healing, removing the need for manual operator responses.

7 Conclusion

In this study, we presented the integration of a resilience component into the
DT architecture, aiming to improve resilience in a critical infrastructure by re-
sponding to detected events in the CPS. The response of the component varies
according on the nature of the event. Our focus was on implementing a reactive
MTD mechanism within the resilience component, requiring the implementation
of equivalent components with identical functionality beforehand. To facilitate
the MTD implementation while preserving the generic DT meta-model archi-
tecture, an additional attribute indicating the current status of a component
is added to the DT. This attribute enables differentiation between healthy and
attacked components following incident detection. Furthermore, this attribute
also denotes whether the component is active in the system, enabling the MTD
to trigger a component switch using an equivalent counterpart.

As part of our future work, we intend to delve into further research on reactive
strategies. This exploration aims to enable the resilience component to prioritize
among these strategies and provide the most appropriate response for events
based on relevant metrics.
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